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Abstract

Given a large set of records in a database and a query record, similarity search aims to find all
records sufficiently similar to the query record. To solve this problem, two main aspects need
to be considered: First, to perform effective search, the set of relevant records is defined using
a similarity measure. Second, an efficient access method is to be found that performs only few
database accesses and comparisons using the similarity measure. This thesis solves both aspects
with an emphasis on the latter.

In the first part of this thesis, a frequency-aware similarity measure is introduced. Compared
record pairs are partitioned according to frequencies of attribute values. For each partition,
a different similarity measure is created: machine learning techniques combine a set of base
similarity measures into an overall similarity measure. After that, a similarity index for string
attributes is proposed, the State Set Index (SSI), which is based on a trie (prefix tree) that is
interpreted as a nondeterministic finite automaton. For processing range queries, the notion
of query plans is introduced in this thesis to describe which similarity indexes to access and
which thresholds to apply. The query result should be as complete as possible under some cost
threshold. Two query planning variants are introduced: (1) Static planning selects a plan at
compile time that is used for all queries. (2) Query-specific planning selects a different plan for
each query. For answering top-k queries, the Bulk Sorted Access Algorithm (BSA) is introduced,
which retrieves large chunks of records from the similarity indexes using fixed thresholds, and
which focuses its efforts on records that are ranked high in more than one attribute and thus
promising candidates.

The described components form a complete similarity search system. Based on prototypical
implementations, this thesis shows comparative evaluation results for all proposed approaches
on different real-world data sets, one of which is a large person data set from a German credit
rating agency.
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Zusammenfassung

Ziel von Ahnlichkeitssuche ist es, in einer Menge von Tupeln in einer Datenbank zu einem
gegebenen Anfragetupel all diejenigen Tupel zu finden, die ausreichend &dhnlich zum Anfrage-
tupel sind. Um dieses Problem zu l6sen, miissen zwei zentrale Aspekte betrachtet werden:
Erstens, um eine effektive Suche durchzufiihren, muss die Menge der relevanten Tupel mithilfe
eines Ahnlichkeitsmafes definiert werden. Zweitens muss eine effiziente Zugriffsmethode gefun-
den werden, die nur wenige Datenbankzugriffe und Vergleiche mithilfe des AhnlichkeitsmaBes
durchfiihrt. Diese Arbeit beschéftigt sich mit beiden Aspekten und legt den Fokus auf Effizienz.

Im ersten Teil dieser Arbeit wird ein hdufigkeitsbasiertes Ahnlichkeitsmafi eingefiihrt. Ver-
glichene Tupelpaare werden entsprechend der Héufigkeiten ihrer Attributwerte partitioniert. Fiir
jede Partition wird ein unterschiedliches AhnlichkeitsmaB erstellt: Mithilfe von Verfahren des
Maschinellen Lernens werden Basisdhnlichkeitsmafles zu einem Gesamtéhnlichkeitsmafl verbun-
den. Danach wird ein Ahnlichkeitsindex fiir String-Attribute vorgeschlagen, der State Set In-
dex (SSI), welcher auf einem Trie (Préfixbaum) basiert, der als nichtdeterministischer endlicher
Automat interpretiert wird. Zur Verarbeitung von Bereichsanfragen wird in dieser Arbeit die
Notation der Anfragepline eingefithrt, um zu beschreiben welche Ahnlichkeitsindexe angefragt
und welche Schwellwerte dabei verwendet werden sollen. Das Anfrageergebnis sollte dabei so
vollstéindig wie moglich sein und die Kosten sollten einen gegebenen Schwellwert nicht iiber-
schreiten. Es werden zwei Verfahren zur Anfrageplanung vorgeschlagen: (1) Beim statischen
Planen wird zur Ubersetzungszeit ein Plan ausgewiihlt, der dann fiir alle Anfragen verwendet
wird. (2) Beim anfragespezifischen Planen wird fiir jede Anfrage ein unterschiedlicher Plan
ausgewihlt. Zur Beantwortung von Top-k-Anfragen stellt diese Arbeit den Bulk Sorted Access-
Algorithmus (BSA) vor, der groBe Mengen von Tupeln mithilfe fixer Schwellwerte von den
Ahnlichkeitsindexen abfragt und der Tupel bevorzugt, die hohe Ahnlichkeitswerte in mehr als
einem Attribut haben und damit vielversprechende Kandidaten sind.

Die vorgestellten Komponenten bilden ein vollstindiges Ahnlichkeitssuchsystem. Basierend
auf einer prototypischen Implementierung zeigt diese Arbeit vergleichende Evaluierungsergeb-
nisse fiir alle vorgestellten Ansétze auf verschiedenen Realwelt-Datensétzen; einer davon ist ein
grofler Personendatensatz einer deutschen Wirtschaftsauskunftei.
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Introduction

With ever-growing amounts of data and the ability and desire to integrate and query more
and more databases, there is a need for efficient processing of this data. Traditional relational
database systems are built for fast retrieval of data from a large corpus. With SQL and efficient
index structures, such as the B*-tree, retrieval of records with exact matches in their attribute
values from even very large databases can be implemented with little effort. However, a query
may also be inaccurate, as it may contain typing errors or missing values, and also a database
record may contain incorrect or incomplete information. In this case, an index that only finds
exact matches cannot be used. A traditional database system neither offers the possibility to
define what is a similar record, nor does it perform a fast retrieval of those records.

The field of research that solves this problem is called similarity search: Given a set of records
in a database and a query record, similarity search aims to find all records in the database that
are sufficiently similar to the query record.

Similarity search is an important technology for many applications. In the following, we
introduce several application scenarios:

— Person Database: Consider a person data set that typically contains information such
as the name, the birth date, and the address of individuals that are somehow related to
an organization. Often, queries against this data set have to be answered extremely fast,
e. g., to process online orders or to support call centers. In many cases queries may contain
information that differs from the information stored in the data set. For instance, there
may be typing errors, outdated values, or sloppy data or query entries.

In Table 1.1, we show an example for an excerpt from a person table with a query. Note
that the query is structured exactly as the records from the database. In this example,
our desired search result contains the records 1, 3, and 4, because all these records have
attributes values that are similar to those from the query record. However, each record
contains at least one attribute value differing from the query, e.g., record 3 contains an
additional middle name “F.”, and record 4 has a different birth month. Thus, an exact
search over all records cannot find the correct entries. In addition, considering the case
that the shown records are part of a database with millions of records, the need for a novel
search application for finding relevant records fast is evident.

Parts of this thesis were created during a research project with Schufa Holding AG, a
German credit rating agency. Schufa maintains a large database with information about
the creditworthiness of most adult German persons. The information is provided and
queried by partner companies, such as banks, telephone companies, or online shops. For
Schufa, it is important to select the correct entry from its database and return the correct
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‘ Name Address BirthDate
Record 1 | John Miller 48 5 Av, New York, NY 10014 05-Jun-68
Record 2 | Peter Smith 27 Main St, Sacramento, CA 95811  30-Jul-47
Record 3 | John F. Miller 43 5 Av, New York, NY 10041 15-Jun-67
Record 4 | John Milller 42 6 Av, New York, NY 10041 05-Jul-68
Record 5 | David White 123 Lake St, Chicago, 1L 60601 03-May-63
Record 6 | Richard Harris 20 Main St, Scramento, CA 95811 30-Jul-48

Query John Miller 42 5 Av, New York, NY 10041 05-Jun-68

Table 1.1: Example data for a person table with example query

information about a person for each individual query despite any differing attribute values
in query and database records. We refer to this use case throughout the thesis as our
running example and show comparative evaluation results with the according data set
with 66 million records for most presented algorithms, among other real-world data sets.

— Product Database: Another domain that often contains erroneous entries or queries is
product data. For example, consider a database of an online shop for notebooks, where
each notebook model may have configurations (RAM size, display size, etc.). A query
to the shop product database should handle any abbreviations or alternative names of
the model, typos of the manufacturer, or differing measures for the configuration options;
the query result should display any corresponding product entries including configuration
variants.

— Image Database: When a large image database is available, a user may want to find
images that are similar given a query image. Depending on the use case, image similarity
can be defined in different dimensions. First, the colors of two images can be compared
using a color histogram that counts the numbers of pixels in the images with specific color
values. Two images thus might have a similar impression although they show different
motives. Two images can also be judged similar if they show the same motive. For
example, an image of the Eiffel tower at day and another image of the illuminated tower
at night do show the same motive although they will not share many similar colors or
pixels. When meta-information is available, it may also be possible to compare any labels
that have been assigned to the images. Images with similar labels might be related to each
other and thus relevant to a user, even if they do not share any motives or colors.

To build a similarity search system, two main aspects need to be considered, namely effec-
tiveness and efficiency. First, to perform effective search, the set of relevant records is to be
defined. In contrast to an exact query, i.e., all records with the exact attribute values specified
in the query are to be found, a similarity query is usually specified with a similarity measure,
i.e., a function that compares two records (in particular the query record and a record from the
database) and assigns a value for their similarity. The main types of queries are range queries
(find all records with a similarity above a threshold) and top-k queries (find the k records with
the highest similarity). To perform efficient search given a similarity measure, an access method
is to be found that performs only few database accesses and comparisons using the similarity
measure.



The two goals of the search system are contradictory: To find all similar records, a detailed
comparison with many records is required, resulting in a large query time. On the other hand,
a very fast search may miss relevant records. In this thesis, we resolve this trade-off as follows:
We follow a user perspective with a limited amount of query time. Thus, the goal of the search
system is to be as effective (find as many relevant records) as possible while observing a cost
limit (perform only up to a limited amount of database retrievals and comparisons). We consider
both range and top-k queries in this thesis.

Similarity search systems are related to database systems, search engines, and dupli-
cate detection systems. Database systems are built for efficient storage and retrieval of
data [Garcia-Molina et al., 2009]. They are optimized for answering exact point or range queries
with suitable index structures, such as BT-trees [Bayer and McCreight, 1970, Comer, 1979], but
usually only offer only very limited support for similarity queries. Similarly, the goal of search
engines is to retrieve and rank all documents relevant to a search query, which in most cases
consists of a (usually small) set of keywords [Manning et al., 2008]. Inverted indexes allow ef-
ficient access to all documents containing a specific term [Zobel and Moffat, 2006]. Ranking
the result set of documents for a keyword query is a task comparable to assigning similarity
scores to the result set of database records for a similarity search query. However, search en-
gines typically do not support similarity queries as defined in this thesis, they rather suggest
alternative keywords if they previously encountered a query with similarly spelled, but more
frequent keywords [Whitelaw et al., 2009]. Another related area is duplicate detection, which
is the problem of finding all sets of records in the database that refer to the same real-world
entity [Naumann and Herschel, 2010]. Similar to similarity search, duplicate detection aims to
find records that are similar. While duplicate detection is usually a batch job, aiming to find
all duplicates in the database at once, similarity search separately answers queries by finding
only those records that are similar to a given query. Consequently, similarity search applications
need to adhere to much stricter time constraints.

In the past decades, many researchers have addressed the field of similarity search. First, if
similarity search is to be performed within vector data, there exist many appropriate similarity
measures and index structures [Bohm et al., 2001]. Another popular group of approaches ad-
dresses the metric space [Chavez et al., 2001, Zezula et al., 2006], which requires the similarity
measure to fulfill the metric requirements, in particular the triangular inequality, which is often
a handicap for modeling similarity measures [Skopal and Bustos, 2011]. For similarity search
on a set of strings, several algorithms for specific similarity measures, such as the edit-distance,
have been proposed [Navarro, 2001]. We give more detailed overviews on similarity measures in
Section 3.1 and on similarity indexes in Section 4.1.

This thesis is guided by the experience with real-world similarity search problems, in partic-
ular with the person data set from Schufa. On the one hand, the data set inspired us to improve
existing methods with observations from the data. For example, by regarding frequencies of
values, we developed a method [Lange and Naumann, 2011b] that improves learnable similarity
measures [Bilenko and Mooney, 2003] (see Chapter 3). On the other hand, we observed that
existing methods are not capable of performing an efficient and effective search as described
above. Fast methods are limited to specific groups of similarity measures, such as vector-based
or metric measures. Because we defined several attribute-specific similarity measures by hand
and have a complex overall similarity measure, a novel retrieval method was required to allow
fast query answering [Lange and Naumann, 2011a, Lange and Naumann, 2013] (see Chapter 5).
Instead of building a large index for the complex overall measure, we favor a solution that cre-
ates several attribute-specific and thus lightweight similarity indexes (see Chapter 4) and then
combines their results according to the overall similarity measure.



Chapter 1. Introduction

Contributions

With this thesis we make the following contributions:

Frequency-aware Similarity Measure: We introduce a novel approach for similarity
measurement that exploits frequencies of values. We partition data according to value
frequencies and learn one composed similarity measure for each partition. This approach
can be applied to any similarity measure that combines several base similarity measures
or other learnable similarity measures. We compare different partitioning strategies: a
greedy partitioning algorithm, equi-depth partitioning, random partitioning, as well as a
novel partitioning algorithm inspired by genetic programming. Evaluation on two real-
world data sets shows that frequency-partitioning gives better results than frequency-
oblivious methods, and that genetic partitioning achieves best results among the compared
partitioning strategies. Chapter 3 describes our approach to frequency-aware similarity
measures in detail.

State Set Index for String Similarity Search: We present a novel index structure
State Set Index (SSI) for fast retrieval of similar strings based on the edit-distance. SSI is
based on a trie that is interpreted as a nondeterministic finite automaton and includes a
novel state labeling approach, where only information on the existence of states is stored.
Different from previous approaches, state transitions do not need to be stored and can be
calculated on-the-fly. Using this highly space-efficient labeling strategy, SSI is capable of
indexing very large string sets with low memory consumption on commodity hardware.
SSI allows a graceful trade-off between index size and search performance by parameter
adjustment. These parameters, namely labeling alphabet size and index length, determine
the trade-off between index size and query runtime. Our evaluation reveals that SSI out-
performs other state-of-the-art approaches in the majority of cases in terms of index size
and query response time. In particular, on a data set with more than 170 million strings
and a distance threshold of 1, SSI outperforms all other methods we compared to. SSI is
described in Chapter 4.

Query Planning for Range Query Processing: For fast retrieval, we create several
lightweight similarity indexes for the different attributes of our data. To describe which
similarity indexes to use with which thresholds for query answering, we introduce the
notion of query plans for similarity search. Result completeness and execution cost are
used as performance metrics to evaluate query plans for accessing similarity indexes. We
distinguish two variants of query planning: Static planning selects one query plan at
compile time that is used for all queries. Query-specific planning selects an individual
plan for each query. For both planning variants, exact and approximative algorithms for
optimization of query plans based on the specified metrics are proposed. We evaluate our
approach on the Schufa data set and show that our algorithms select plans achieving almost
always complete results, even if only few comparisons are allowed. Our query planning
algorithms are topic of Chapter 5.

Bulk Sorted Access for Top-k Query Processing: For processing top-k queries, we
present the Bulk Sorted Access Algorithm (BSA), which is based on the well-known
Threshold Algorithm (TA) [Fagin et al., 2001]. BSA retrieves several bulks of IDs of
records with similar attribute values. To save unnecessary comparisons, BSA prefers
records with several high attribute similarity values. We analytically and experimen-
tally compare BSA with TA on two large real-world data sets (10 million and 2.2 million
records) and show that our method outperforms TA in most cases. All details on BSA
can be found in Chapter 6.



Outline

This thesis is structured as follows. We begin with an overview of our similarity search system
in Chapter 2 before describing the components of the system in detail in the following chapters.
Chapter 3 introduces the similarity model used throughout the thesis. We also propose the novel
similarity measure for comparing database records that exploits frequencies of values. Chapter 4
contains an introduction to similarity indexes for fast retrieval of similar values given specific
similarity measures. We present an index structure for string similarity search, the State Set
Index (SSI), and compare the method with previous index structures. For subsequent chapters,
we assume that we have created one similarity index for each attribute, and that we have
an overall similarity measure composed of attribute-specific measures. In Chapter 5, we then
introduce query plans as a means of describing how to access the similarity indexes and how to
combine the results. We describe static and query-specific algorithms for selecting query plans
based on the criteria result completeness and execution cost. Chapter 6 adds the BSA method
for answering top-k queries with similarity indexes by retrieving bulks of IDs of relevant records
and combining results into a priority queue. For Chapters 3 to 6, related work is described at
the end of each chapter. We conclude the thesis and give an overview on open research questions
for future work in Chapter 7.

Most parts of this thesis have previously appeared in the following conference and journal
publications:

e Chapter 3:

Lange, D. and Naumann, F. (2011b). Frequency-aware similarity measures. In Proceedings
of the International Conference on Information and Knowledge Management (CIKM),
pages 243-248

e Chapter 4:

Fenz, D., Lange, D., Rheinlénder, A., Naumann, F., and Leser, U. (2012). Efficient sim-
ilarity search in very large string sets. In Proceedings of the International Conference on
Scientific and Statistical Database Management (SSDBM), pages 262—-279

The contents of this conference paper are based on the Master’s thesis by Dandy
Fenz [Fenz, 2011], supervised by the author of this thesis.
e Chapter 5:

Lange, D. and Naumann, F. (2011a). Efficient similarity search: Arbitrary similarity mea-
sures, arbitrary composition. In Proceedings of the International Conference on Informa-
tion and Knowledge Management (CIKM), pages 16791688

Lange, D. and Naumann, F. (2013). Cost-aware query planning for similarity search.
Information Systems (IS), 38(4):455-469






Similarity Search System

This thesis proposes several approaches to sub-problems of similarity search. These approaches
can be used individually as fragments of similarity search applications. Because the components
were designed to interact with each other, we describe in this chapter how they work together
in the complete similarity search system that we implemented.

Architecture

We first give an overview on the architecture of our similarity search system. Figure 2.1 visualizes
the involved components. In the following, we describe the components and their interactions
in greater detail by explaining the processing of a query.

A query contains query values for some or all attributes. Each query is either a range query
(for all records with a minimum overall similarity) or a top-k query (for the k most similar
records). In both cases, a cost limit can be specified that restricts the number of comparisons
to be executed. The following components are responsible for query answering;:

— Query planning: The query is received by the query planning component. The task of
this component is to create a plan that describes which base similarity measures (and thus
corresponding similarity indexes) and thresholds are to be used for answering the query.

In  traditional = database  systems, query  processing  works as  fol-
lows [Garcia-Molina et al., 2009]: The query is written in SQL and exactly describes
the result. The query is parsed and transformed into a logical query plan, which is an
expression tree in relational algebra describing which operators are required to execute
the query. After that, the most efficient implementation of each operator and the
execution order is determined, which is described in a physical query plan. In both
query optimization steps, all alternative operators, arrangements of operators, and
implementations are equivalent regarding the desired query result, so that only the most
efficient plan is to be selected.

In contrast to traditional query processing, our approach considers query plans as ap-
proximations of the expected query result. Because we consider the used overall similarity
measure (which can be arbitrarily chosen) a black box and only combine the available base
similarity measures in the query plan, we need to estimate result completeness, for which
we use training data. In the sense of traditional planning methods our plan is a logical
query plan, because it describes which similarity measures are to be combined and which
thresholds to apply. How to perform optimized physical planning based on our logical
plans is not covered in this thesis.
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Figure 2.1: Architecture of the similarity search system

For range query processing (Chapter 5), we introduce two planning approaches: The first
is to select a static plan, which is created in advance and applied for all queries. In
this case, the query planner has no other function than providing the static plan. A
second approach is query-specific planning: An individual plan is selected for each query
based on available information about the query values. For performance reasons, first the
template is determined, and then the thresholds are optimized. In both cases, the two
main criteria to determine the best plan are result completeness, estimated by evaluating
the plan performance on a set of training queries, and query cost, where the estimation is
performed by retrieving and combining frequencies of query values from the database.

For processing top-k queries (Chapter 6), our proposed approach performs a bulk sorted
access to retrieve many similarities for all attributes. This approach can be implemented
as a static query plan that is a disjunction of all attributes with previously determined
retrieval thresholds.

Query execution: The created query plan is executed by retrieving IDs of relevant
records and calculating the similarity of these records with the query record. First, all
predicates of the plan are individually sent to the similarity retrieval component to deter-
mine the set of record IDs that fulfill the predicates. Then, the sets are combined according
to the logical composition specified in the query plan.

In case of range queries, all records with IDs in the resulting set are retrieved from the
database. For each such record, the overall similarity is calculated, and the record and its
similarity to the query record are sent to the filter.

A top-k query is executed by first building a priority queue from the retrieved attribute
similarities, where the priority is the expected overall similarity. The record IDs are then



processed in decreasing priority. A record is retrieved from the database and then its
overall similarity to the query record is determined; the result is sent to the filter. With
the used retrieval thresholds and information about the already processed records, we
can determine when the priority queue cannot contain any relevant records and query
execution can be stopped.

Similarity retrieval: As part of a query plan, an attribute predicate specifies an at-
tribute and a minimum similarity threshold. We use indexes to speed up similarity retrieval
at query time.

The choice of indexes depends on the given retrieval task. For retrieving all exact matches
in a database, Bt-trees or hash tables are usually used [Bayer and McCreight, 1970,
Peterson, 1957]. For answering keyword queries given a document corpus, search engines
use inverted indexes [Manning et al., 2008], which store pointers of terms to the documents
they occur in. To allow fast scanning of inverted indexes, BT-trees are created on the set
of indexed terms.

In our similarity search system, we use similarity inderes (Chapter 4) to retrieve the set
of IDs of all records that fulfill an attribute predicate in a query plan, i.e., that have an
attribute value with a similarity to the query value above a given threshold. A similarity
index is created for a specific similarity measure and exploits its characteristics. Various
similarity indexes have been proposed for specific groups of similarity measures, such as
measures for the vector space or metric space. We later describe a similarity index for the
edit distance on string attributes.

Similarity calculation: We use a similarity measure (Chapter 3) to determine the over-
all similarity of two records, in particular of the query record and a record from the
database. In our setting, we use similarity measures that are composed of attribute-specific
measures.

Our similarity measure accesses the database statistics to determine the frequencies of the
attribute values of the compared records. According to the determined frequencies, the
record pair is assigned a frequency partition, such as frequent values or rare values. We
then use the measure that we created with machine learning techniques for the selected
partition to determine the overall similarity of the compared records.

Filter: The filter processes the retrieved records and overall similarity values according
to the query settings.

For a range query, the filter simply evaluates whether the overall similarity fulfills the
specified query range and, in case of positive evaluation, immediately passes the record to
the query result.

For answering a top-k query, the filter returns the k records with highest overall similarity.
In contrast to range query processing, query execution must be completed before the result
can be determined. Because a record processed lately may be among the top-k records,
any previously seen record may lose its position in the result set, so that the correct result
set is known only after query execution.

Before queries are answered, some preparations are required to allow fast query processing:

Similarity measure: The configuration of our similarity measure is learned using a set
of training queries with correct result records (Chapter 3). Our learning method selects a
set of similarity measures, each responsible for handling the similarity of a specific range
of the frequencies of the name values.
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— Similarity indexes: For each attribute, we create a similarity index to reduce similarity
calculations at query time (Chapter 4).

— Query planning: Depending on the selected query planning method (Chapter 5), some
pre-calculations are required. If static planning is selected, one plan is determined in
advance that is used for all queries. For query-specific planning, a completeness tree is
created that predicts the completeness of query plans using training queries at query time.

Example

Consider a small person database and a query for the attribute values FirstName = Peter,
LastName = Smith, and City = New York. Additional query parameters are given as follows:
The type is a range query with a range (minimum overall similarity) of 0.90, query-specific
planning is to be used, and the cost limit is 5 (which is selected quite low for the purpose
of demonstration). The query planner retrieves the frequencies of the attribute values in the
database and then determines an appropriate query plan, which consists of predicates that
require the similarity regarding an attribute to be at least as large as the specified threshold:

(FirstName > 0.9 A LastName > 0.85) V (City > 1.0)

The plan is executed by sending three tasks to the similarity receival component to determine
the sets of IDs of records (referred to as S in the following) that fulfill the predicates from the
query plan:

S(FirstName > 0.9) = {3,5,9,13}
S(LastName > 0.85) = {2,5,9,14}
S(City >1.0) = {1,5,15}

The overall set of IDs of records is then created according to the logical operators given in
the query plan, where a conjunction of terms is transformed into an intersection of sets, and a
disjunction is transformed into a union:

(S(FirstName > 0.9) N S(LastName > 0.85)) U S(City > 1.0) = {1, 5,9, 15}

All records with IDs in the determined set are retrieved from the database. The overall similarity
of the query record and the retrieved records (where rp refers to the record with the given ID)
are calculated:

siMoyerall(¢,71) = 0.91
siMoveral(¢,75) = 0.98
51Moyerall(q;79) = 0.88
8iMoveran(q,715) = 0.81

Finally, the filter is applied with the query range 0.90 and the query result is returned consisting
of the records:

{r1,7rs}



Similarity Measures

The problem of determining the similarity (or distance) of two records in a database is a well-
known, but challenging problem. The representations of same real-world objects might differ
due to typographical errors, outdated values, and sloppy data or query entries. A measure is
needed to quantify the similarity of two representations; this measure is used to define the result
set of a similarity search query.

In this chapter, we propose a novel comparison method for database records, which parti-
tions the data using value frequency information and then automatically determines similarity
measures for each individual partition. We show that this method indeed finds a different con-
figuration for each partition and that we achieve an overall better precision than a corresponding
frequency-oblivious measure.

This chapter is structured as follows: We describe base similarity measures and how to
combine them in Section 3.1. In Section 3.2, we describe the details of our approach for including
frequencies in similarity measures. We continue with a detailed evaluation in Section 3.3. Related
work is discussed in Section 3.4, and the chapter is concluded in Section 3.5.

3.1 Defining Similarity

In this section we describe the similarity model used throughout the thesis. After introduc-
ing base similarity measures, we show different techniques to combine several base similarity
measures into an overall measure.

3.1.1 Definitions and Examples

This thesis follows the common notion of defining individual similarity measures for different
attributes and attribute types; for instance, dates are compared differently than names or ad-
dresses. These individual similarities are subsequently combined to define the global similarity
of two records.

We first split the problem of measuring the similarity of two records into smaller subproblems.
We define one similarity measure for each attribute.

Definition 3.1 (Base similarity measure). A base similarity measure for an attribute a is a
function that compares the attribute values of a from two records from a universe U of possible
records:

simg : (UxU)—1[0,1] CR (3.1)

11
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where a high similarity value means that the two compared values are very similar, a low value
means they are very dissimilar.

Some similarity measures are defined as distance measures, while the transformation into a
similarity measure is often trivial. For example, the distance of two numbers is given by their
difference. The similarity of two numbers can be defined as the difference between the maximum
distance (an application-specific number) and the actual difference between the numbers, the
result is then scaled to [0, 1] if necessary.

For various data structures, researchers have proposed specific similarity (or distance) mea-
sures, of which a selection is described in the following.

— Strings: A string is a sequence of characters. The most commonly used string similarity
(or distance) measures cover insertion, deletion, and substitution operations of charac-
ters [Navarro, 2001]. The Levenshtein or edit distance of two strings is the minimal num-
ber of insertion, deletion, or substitution operations of characters to transform one string
into the other [Levenshtein, 1966]. The Hamming distance is only defined for strings of
equal length, and is calculated as the number of substitution operations to transform one
string into the other [Hamming, 1950].

Other measures include phonetic similarity. For instance, the Soundex encoding of a
string consists of the first character of the string and three digits that represent the
pronunciation of the remaining consonants in the string [Russell, 1918]. If two strings
have the same Soundex encoding, they are pronounced similarly. While Soundex is opti-
mized for the English language, other variants have been proposed for German (Kélner
Phonetik [Postel, 1969]) and other languages (Double Metaphone [Philips, 2000]).

— Graphs: A graph consists of nodes and edges between these nodes. The similarity of
two graphs is often defined by their structural similarity or by the similarity of any labels
of their elements (e.g., using the string similarity measures described above). Struc-
tural similarity can be defined as the number of insertion or deletion operations of nodes
and edges to transform one graph into the other, also referred to as graph edit dis-
tance [Sanfeliu and Fu, 1983].

— Vectors: The Minkowski distance refers to a commonly used family of distance measures
for comparing two vectors consisting of several real numbers, t. The Minkowski distance
of two vectors is defined as the p-th root of the sum of the differences of the vectors’
components, where the differences are raised to the p-th power. With p = 1, the distance
is called the Manhatten distance, and with p = 2, the Euclidean distance is obtained.
Another relevant vector similarity measure is the cosine similarity, defined as the cosine
of the angle between the two vectors.

— Texts: A text consists of a sequence of terms. To determine the similarity of texts, the
texts are usually transformed into vectors representing the frequencies of terms in the
texts [Manning et al., 2008]. Then, a vector similarity measure can be applied to the
vectors, such as the cosine similarity.

In our person data use case, we have the functions simiristName, S#MastNames SIMBirthDates
$iMcity, and simzip. All base similarity measures can be chosen independently. For example, we
could use Jaro-Winkler distance [Winkler, 1999] for simgistName, the relative distance between
dates for simpirthpate; and value difference for simgzi,. The base similarity measures can also test
for equality (e.g., for email addresses).

To calculate the overall similarity of two records, we integrate the base similarity measures
into an overall judgement.
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Definition 3.2 (Composed similarity measure). A composed similarity measure is an arbitrary
function that is composed of the base similarity measures and compares two records from a
universe U of possible records:

SIMOverall - (U X U) — [0, ].] CR (32)

where a high similarity value means that the two compared records are very similar, a low value
means they are very dissimilar.

For example, the weighted sum, the maximum, and the minimum of the base similarity
measures are composed similarity measures. In Section 3.1.2, we describe our implementation
of a more complex composed similarity measure using learning techniques.

A property of composed similarity measures that is relevant in subsequent chapters is mono-
tonicity:

Definition 3.3 (Monotonous similarity measure). A composed similarity measure is a
monotonous similarity measure if for any base similarity measure simg the following holds:

Vri, 72, 81,82 € U : simg(r1,12) > simg(s1, s2)
AVa' # a: simg (r1,m9) > simg (s1, 2) (3.3)

= SimOveTall (7‘1, {r2> Z SimOverall(sly 32)

Our query planning and top-k retrieval algorithms in Chapters 5 and 6 require monotonous
similarity measures. Whether the composed similarity measure obtained by the methods pro-
posed in this chapter is monotonous, depends on several design decisions. If logistic regression
is chosen as learning method to combine the base similarity measures (Section 3.1.2) and all
learned weights are positive, then the resulting measure is monotonous. For decision tree and
SVM models, no such guarantee can be given. Furthermore, the partitioning method introduced
in Section 3.2.3 gives a measure consisting of several learned models. The resulting measure is
monotonous if the same measure (from the same partition) is used across all record comparisons,
which depends on the design of the frequency function in Secion 3.2.1.

3.1.2 Learnable Similarity Measures

In the following, we describe how to obtain a composed similarity measure using machine-
learning techniques. We consider the task of judging whether two records are similar to be a
classification task: the classes are isSimilar and isDissimilar; the features are the results of
the base similarity measures. We assume to have enough training data for supervised learning
methods. In our use case, we have a large set of training queries with result records manually
labeled as similar or dissimilar. In case of lacking training data, active learning methods could
be chosen [Sarawagi and Bhamidipaty, 2002].

In this section, we discuss established machine learning techniques for classification. The
following criteria are relevant for selecting machine learning techniques in our use case:

— Performance: Of course, we require the learning technique to generate convincing results.
We measure success with precision and recall.

— Interpretability: The output of the overall similarity measure should be a value that
expresses not only a preference for a classification as similar or dissimilar records, but also
the classifier’s certainty on this decision. This allows us to manually fine-tune a threshold
for classification based on a detailed evaluation.
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— Comprehensibility: The details of the learning technique should be comprehensible.
For the users of the overall similarity system, it is often useful to not only to understand
the overall model, but also to analyze the reasons for a specific similarity judgement. The
ability to manually fine-tune the model is a plus.

We chose three popular classification methods for further analysis: logistic regression, deci-
sion trees, and support vector machines. The methods are described in details in the following
and empirically compared in Section 3.3.

Logistic Regression

As an intuitive and comprehensible learning technique, we first suggest using logistic regression.
The overall similarity is calculated as follows (where a iterates over all attributes):

1

1§ e ot (8:4)

SZ‘7nLogReg (7"1, 7’2) =
with
g(ri,re) = wo + Z We - 81Mg(T1,72) (3.5)

a

The weights w, are determined by minimizing the error probability of the classifier on the
training data. The weights offer an intuitive interpretation of the learned model and directly
show the relevance of the individual base similarity measures. These weights are optimal for our
training data, but can easily be adjusted later on, if necessary.

Decision Tree

A decision tree consists of a set of nodes and leaves. Each internal node represents a split
point with a condition (e. g., similarity of attribute FirstName is at least 0.8) and each leaf node
represents the decision for a class (e. g., isSimilar or isDissimilar). While traversing the tree,
conditions of internal nodes are evaluated, and the leaf class is returned. A popular algorithm
for constructing a decision tree is C4.5 [Quinlan, 1993].

A generated decision tree is easy to understand for a human because of its visual represen-
tation. Additionally, some aspects of the tree can easily be adjusted, if necessary. Replacing a
leaf by a new node or changing thresholds in decisions is quite simple.

To create a decision tree that combines our base similarity measures, we consider each base
similarity measure as a separate attribute.

Support Vector Machine

Support vector machines (SVM) are a more recent development in machine learn-
ing [Vapnik, 1998]. An SVM learns to classify data points by determining a hyperplane that
maximally separates the differently classified training data points. The points that are nearest
to the hyperplane are called support vectors. Since such a hyperplane often cannot be found
in the original data space, data is transformed into another data space by applying a kernel
function.

The model of an SVM consists of a set of support vectors, often in a transformed data space.
Thus, the model is difficult to understand; fine-tuning seems impossible. Although SVMs thus
cannot provide comprehensive models, we still want to consider SVMs in the following due to
their strong general classification performance [Kotsiantis, 2007].
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Name Street City Birth date

Arnold Schwarzenegger 27, Main St  Sacramento, CA 95811  30-Jul-47
Arnold Schwarzenegger 20, Main St  Sacramento, CA 95801  30-Jul-48

Peter Smith 48,5 Av New York, NY 10014 5-Jun-68
Peter Smith 4,5 Av New York, NY 10041 5-Jun-67

Table 3.1: Examples for differently handled records with rare and frequent names

Training and test data of an SVM consist of a set of data points, each point comprising a set
of feature values. Features represent the main characteristics of the learning problem. In our
case, we use each base similarity measure as a separate feature. Since we require all similarity
values to be in the range between 0 and 1, no scaling is necessary.

3.2 Exploiting Frequencies

In our use case, we have data about a large set of persons. We need to define a similarity
measure for comparing persons, but our findings are equally applicable to other entity types,
such as products, bills, etc. We want to answer the question: Can information about data
distribution improve our similarity measurement?

Specifically, we want to judge similarity differently for different frequencies of specific at-
tributes. We use value frequencies to determine how useful a value is to identify an object.
Table 3.1 shows an example: If two person records agree on a rare name, such as Arnold
Schwarzenegger, then we are already quite sure that the two records represent the same person,
even if other attribute values slightly disagree. We decide that the two first records shown in
Table 3.1 represent the same person, even if there are small variations in the address and birth
date fields. If, on the other hand, two records agree on a frequent name, say Peter Smith, then
we cannot be sure that the records refer to the same person, since there are many persons with
this name. On the contrary, we demand that other attribute values also agree. We would not
say that the two latter records in Table 3.1 are referring to the same person, since we cannot
forgive the variations in the address and birth date fields. Our intuition is thus that frequencies
of attribute values have an effect on the importance of individual base similarity measures.

In this section, we propose two approaches to exploit frequencies in learning similarity mea-
sures. A requirement for both approaches is a frequency function that is introduced in Sec-
tion 3.2.1. In Section 3.2.2, we describe how to adapt the machine learning techniques to
include frequencies. We subsequently introduce a partitioning approach in Section 3.2.3 where
different composed similarity measures are used for different frequency ranges. The introduced
approaches are empirically compared in Section 3.3.

3.2.1 Frequency Function

In the following, we define a function that determines the information from the two records
that is used to perform a frequency-specific judgement. Because the comparison, which is to be
influenced by the frequency, operates on two records, the function also operates on these two
records.

First of all, we need to select attributes for frequency evaluation (in our use case, we select
the attributes FirstName and LastName). For two compared records, we then determine the
value frequencies of the selected attributes. We define a frequency function f that takes as
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arguments two records from a universe U of possible records and determines a frequency:
f:UxU—=N (3.6)

Modeling the frequency function is a domain-specific task. In the following, we describe how
we modeled this function in the Schufa use case. Our goal is to partition the data according to
the name frequencies. We have two name attributes in our data model (FirstName and LastName)
and need to handle several data quality problems: swapping of first and last name, typos, and
combining two attributes (so that one frequency value is calculated). In the following, we refer
to the attribute values as follows: F; is the FirstName and L; is the LastName of the first record,
and Fo and L, are the respective values of FirstName and LastName of the second record. First
and last name may be switched (e.g., Fy=Arnold, L;=Schwarzenegger; Fy=Schwarzenegger,
Lo=Arnold). We take this possible switch into account by calculating the attribute similarities
for both attribute value combinations (switched and non-switched) and proceeding with the
combination that results in a larger similarity value:

(Fl,Ll,FQ,Lg) if SimF(Fl,F2)+SimL(L1,L2) >
(F17L1,F2,L2) = simF(Fl,Lg) +simL(L1,F2) (37)
(Fl,Ll,LQ,FQ) else

where simp returns the similarity of two first names and simy, the similarity of two last names.
Moreover, typos may occur in attribute values (e.g., F; = Arnold; F; = Arnnold). We assume
that at least one of the spellings is correct and that a typo leads to a less frequent name.
Although this is not always true, this heuristic works in most cases. Thus, we take the larger
frequency value of both spellings:

fFirstName(T17r2) - max(fv(Fl)afv(FQ)) (38)
fLastName(r17T2) = max(fv(l—l)a,fv(LQ)) (39)

where f, returns the frequency of the respective value. Lastly, we combine the frequency values
of first and last name. We argue that the less frequent name is more distinguishing and helpful
(e.g., Schwarzenegger is more distinguishing than Arnold). Thus, we take the smaller frequency
of the different attribute values as the result of our frequency function:

f(rla 7‘2) = min(fFirstName(Th T2)7 fLastName(""la TZ)) (310)

Experiments with alternatives, namely using the maximum or the average instead of the mini-
mum, showed that minimum is in fact the best accumulation function in our use case.

This description reflects the characteristics of our person data use case; for other data sets, the
individual frequency function must be adjusted accordingly. For the DBLP data set (described
in Section 3.3.5), our frequency function works similar to the Schufa function explained above,
except that there is no check for switched first and last names, since the name parts are not
split in this data set.

If a monotonous similarity measure is to be created (cf. Definition 3.3) and the partitioning
approach from Section 3.2.3 is used, the frequency function should only consider the query
record, so that it is guaranteed that the same partition and thus the same similarity measure is
used for all record comparisons.

3.2.2 Frequency-enriched Models

A first idea to exploit frequency distributions is to alter the models that we learned with the
machine learning techniques introduced in Section 3.1.1. One could manually add rules to the
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models, e. g., for logistic regression, we could say “if the frequency of the name value is below 10,
then increase the weight of the name similarity by 10 % and appropriately decrease the weights
of the other similarity functions”. Manually defining such rules is cumbersome and error-prone.

Another idea is to integrate the frequencies directly into the machine learning models. We
add the frequencies of the compared entities’ attribute values as an additional feature to the
discussed models. We call the resulting models frequency-enriched models. Some machine learn-
ing techniques can only handle normalized feature values (e. g., logistic regression and SVMs).
Since all similarity values are required to lie in the range [0, 1], we need to scale the frequency
values accordingly. We apply the following scaling function:

f(r1,m2)

s (3.11)

scaled_f(r1,r2) =
where M is the maximum frequency of a value in the data set.

Adding attributes to the learned model means adding complexity and mixing information.
The models become “polluted” with frequency information. The comprehensibility of the cre-
ated models is lower, since each model contains mixed decisions based on similarity values and
frequencies. As an example, consider a logistic regression model created with the base similarity
measures and the frequency as attributes where all attributes have positive weights. In this
case, to achieve a high overall similarity, it is necessary to have not only high base similarity
values, but also a high frequency; a similarity of 1.0 can only be reached with the maximum
frequency. On the other hand, a high frequency means that a medium overall similarity is always
given, even if all base similarity values are very low. Thus, adding frequencies directly to the
model gives malformed models. As our experiments in Section 3.3 show, this idea is clearly
outperformed by the partitioning approach that we describe in the following section.

3.2.3 Partitioning

We propose to partition compared record pairs based on frequencies and create different models
for the different partitions. These models are equal to the ones learned in Section 3.1.1, we
just create several of them. The models still decide only on the basis of similarities. Since the
models do not contain any additional information about the frequencies, they are still as easy
to interpret and adjust as the original models.

We partition compared record pairs into n partitions using the determined frequencies. The
number of partitions is an important factor for this process. A too large number of partitions
results in small partitions that can cause overfitting. A too small number of partitions leads to
partitions too large for discovering frequency-specific differences. To determine a good number
of partitions as well as a good partitioning, we need a partitioning strategy. We introduce several
strategies in Section 3.2.4.

In the following, we formally define partitions. The entire frequency space is divided into
non-overlapping, continuous partitions by a set of endpoints:

M={m|i1€{0,...,n} Am < ... <7y} (3.12)

with mg = 0 and 7, = M + 1, where M is the maximum frequency in the data set. A partition I;
is an interval defined by its endpoints:

I; = [mi, Tit1) (3.13)
A partitioning I is a set of partitions that covers the entire frequency space:

[={l|ic{0,....n—1}} (3.14)
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A record pair (r1,79) falls into a partition [m;, m;41) iff the frequency function value for this pair
lies in the partition’s range:
T Sf(?‘l,’l"g) < Ti41 (315)

For each partition, we learn a composed similarity measure using the learning techniques
presented in Section 3.1.1. With the set of composed similarity measures for all partitions at
hand, we can judge the similarity of unseen record pairs. For a record pair, we first determine
the partition that the pair belongs to with Formula (3.15). We then apply only the composed
similarity measure that has been learned for this partition. By retaining frequency lists for all
frequency-relevant attributes, the frequency lookup is quite fast. Thus, our approach hardly
affects the query time. This is quite important for our use case as each query needs to be
answered in less than a second.

3.2.4 Partitioning Strategies

An important problem in partitioning our data is to determine the number of partitions as well
as the endpoints that separate the partitions. Since the number of partitions is determined by
the number of endpoints, we only need to determine a set of endpoints.

A complete search on the frequency space is too expensive. For a maximum frequency M,
we could define up to n = M — 1 endpoints, resulting in a separate partition for each possible
frequency. Overall, there are 2V 1 possibilities to choose endpoint sets, since each distinct
frequency f € {1,...,M} can be either contained or not contained in an endpoint set. For
a reasonable maximum frequency of M = 1,000,000, there are obviously too many endpoint
combinations to consider. Even if we consider only the number of distinct frequencies that
actually occur in the data set as possible endpoints, the computation costs are too high. In
our use case data set, the frequency of the most frequent last name is 616,381. The number of
distinct frequencies is 4629, which results in 24628 theoretically possible different partitionings.

To efficiently determine a good partitioning, we suggest the following partitioning strategies,
which we empirically compare in Sections 3.3.4 and 3.3.5:

— Random partitioning: To create a random partitioning, we randomly pick several end-
points 7; € {0,..., M + 1} from the set of actually occurring frequencies of the considered
attribute values. The number of endpoints in each partitioning is also randomly deter-
mined. The maximum number of partitions in one partitioning as well as the total number
of generated initial partitionings are fixed. For our use case, we define a maximum of
20 partitions in one partitioning.

— Equi-depth partitioning: We divide the frequency space into e partitions. Each parti-
tion contains the same number of records from the original data set R. For our use case,
we create partitionings for e € {2,...,20}.

Note that we also evaluated equi-width partitioning. Due to the skewed frequency dis-
tribution in our use case, many of the resulting partitions contain no record pairs, which
are necessary for training and testing our similarity measures. Thus, we do not consider
equi-width partitioning in the following.

— Greedy partitioning: We define a list of endpoint candidates {m,...,m,} by dividing
the frequency space into segments with the same number of records (similar to equi-depth
partitioning, but with fixed, large e, in our case e = 50). We then begin learning a similarity
measure for the partition defined by the first candidate endpoints [mg, 71). Then we learn
a measure for the second partition that extends the current partition by moving its upper
endpoint to the next endpoint candidate: [my, m2). We compare both partitions (i.e., the
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learned measures for the partitions) using F-measure (harmonic mean of precision and
recall). If the extended partition achieves better performance, the process is repeated for
the next endpoint slot. If not, the smaller partition is kept and a new partition is started
at its upper endpoint; another iteration starts with this new partition. This process is
repeated until all endpoint candidates have been processed.

This greedy partitioning algorithm stops after encountering a worse F-measure. A worse
F-measure is an indicator that another model is required for the set of records in the
analyzed partition; thus, it makes sense to create a new partition for this set.

— Genetic partitioning: Another partitioning approach is inspired by genetic algorithms.
Since we have achieved overall best results with this approach in our experiments, we
elaborate on genetic partitioning in the following section.

3.2.5 Genetic Partitioning

To determine a good partitioning, but keep the number of generated and evaluated partitions
low, we apply ideas inspired by genetic algorithms [Banzhaf et al., 1998, Koza, 1992]. Genetic
algorithms in turn are inspired by biological evolution. From an initial population, the fittest
individuals are selected. These individuals “breed” offspring that ideally combine the advantages
of their parents and are thus fitter than them. Random genetic mutation and crossover produce
even fitter offspring.

Indeed, genetic algorithms are a good fit to our problem. A specific partitioning contains
several endpoints, some of which are a good choice, while others should be replaced or removed
completely. Deciding whether an endpoint is a good choice is difficult, as we can only evaluate
performance of partitions, and these are defined by two endpoints. In addition, we do not know
the optimal number of partitions in advance. Due to their intelligent selection algorithms and
random events, genetic algorithms can efficiently handle these choices (as we also empirically
show in Sections 3.3.4 and 3.3.5).

The detailed steps of our genetic partitioning algorithm are the following:

— Initialization: We first create an initial population consisting of several random parti-
tionings. These are created as described above with the random partitioning startegy.

— Growth: Each individual is grown. We learn one composed similarity function for each
partition in the current set of partitionings using the techniques presented in Section 3.1.2.

— Selection: We then select some individuals from our population for creating new indi-
viduals. A fitness function determines the quality of partitionings. In our case, we select
F-measure on our training data as fitness function. For each partition, we determine the
maximum F-measure that can be achieved by selecting an appropriate threshold for the
similarity function. We weight the partitions’ F-measure values according to the compared
record pairs in each partition to calculate an overall F-measure value for the entire par-
titioning. We then select the partitionings with highest weighted F-measure. For our use
case, we select the top five partitionings. Note that we use a test set for evaluation that is
different from the training set used for learning the composed similarity measure for each
partition.

— Reproduction: We build pairs of the selected best individuals (during all iterations)
and combine them to create new individuals. Two techniques are applied to each pair of
partitionings:
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— Recombination: We first create the union of the endpoints of both partitionings. For
each endpoint, we randomly decide whether to keep it in the result partition or not.
Both decisions have equal chances.

— Mutation: We randomly decide whether to add another new (also randomly picked)
endpoint and whether to delete a (randomly picked) endpoint from the current end-
point set. All possibilities have equal chances.

A partition is too small if we have too few training and test data available. To avoid
too small partitions (and thus overfitting), we define a minimum partition size (we set
this value to 20 record pairs in our experiments with 1000 training instances). Randomly
created partitionings with too small partitions are discarded. In our use case, we create
two new partitionings for each partitioning pair processed in the reproduction phase.

— Termination: The resulting partitionings are evaluated and added to the set of evaluated
partitionings. The selection/reproduction phases are repeated until a certain number of
iterations is reached or until no significant improvement can be measured. In our use case,
we require a minimum F-measure improvement of 0.001 after 5 iterations. The algorithm
returns the partitioning that has been evaluated best during all iterations.

Genetic algorithms are variants of hill climbing algorithms. Thus, they can run into local
maxima, i.e., a good, but non-optimal solution that cannot be improved because too few vari-
ations are considered. As our algorithm applies several random evolution steps, this danger is
not as high as for other algorithms. Several parameters of the algorithm influence the probabil-
ity to find a good solution, in particular the number of initial partitionings and the number of
iterations. We evaluate the effects of these parameters for our use case in Section 3.3.3.

We improve efficiency of the genetic partitioning algorithm by using caches for generated
learners as well as evaluation results. As shown in Section 3.3.3, this approach reduces runtime
by more than 70 %.

3.3 Evaluation

In this section, we provide a detailed evaluation of our approach. We describe the Schufa data set
in Section 3.3.1. We then show in Section 3.3.2 results of the machine learning methods applied
without partitioning the data. We continue with a detailed analysis of the genetic partitioning
algorithm in Section 3.3.3. We compare different partitioning strategies and show improvements
achieved by our approach in Section 3.3.4. Since our motivation stems from a specific use case,
we conducted most experiments on the Schufa data set. In Section 3.3.5, we show results of
experiments on a different data set, which was extracted from DBLP.

We evaluate the effectiveness of our approach with precision and recall. Precision is the
fraction of true positives among all positively evaluated record pairs. High precision means
that a similarity measure is good at finding only true positives. Recall is the fraction of true
positives among all true matches. A similarity measure with high recall is good at finding all
true positives.

To combine these metrics into an overall metric, we choose F-measure, the harmonic mean of
precision and recall. As harmonic mean, F-measure has the advantage of forcing both precision
and recall to be high. If only one of them has a high value, then F-measure is significantly lower
than the arithmetic mean. Thus, F-measure helps us to determine the overall best similarity
measure.

We performed all tests on a workstation PC. Our test machine runs Windows XP with an
Intel Core2 Quad 2.5 GHz CPU and 8 GB RAM.
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We used Weka [Hall et al., 2009] as implementation of the machine learning techniques.
We used C4.5 [Quinlan, 1993] as decision tree algorithm, LIBSVM [Chang and Lin, 2001]
for Support Vector Machines, and a logistic regression algorithm that employs ridge estima-
tors [Le Cessie and Van Houwelingen, 1992].

3.3.1 Preparation of Schufa Data Set

We evaluate our approach on real-world data from Schufa, a large credit agency. The Schufa
database contains information about the credit history of about 66 million people.

Our data set consists of two parts: a person data set and a query data set. The person data
set contains about 66 million records. The most relevant fields for our search problem are first
name, last name, birth date, and address data (street, city, zip). The query data set consists of
2 million queries to this database. For each query, we know the exact search values (most record
fields are mandatory), and the result obtained by Schufa’s current system. This result contains
up to five candidate records.

The Schufa system automatically evaluates its confidence. A confidence value is assigned to
each result. If only one result could be found and if its confidence is above a pre-determined
high threshold, then the result is automatically accepted. Results with a confidence below a
pre-determined low threshold are automatically discarded. In some cases, hand-crafted decision
rules can be applied. In all other cases, Schufa is particularly careful: An expert determines
whether one of the results can be accepted or not.

Thus, there are many manually evaluated queries (the least confident, most difficult cases)
that we can use for evaluating our approach. We randomly selected 10,000 of these most difficult
queries for evaluating our system: we built record pairs of the form (query, correct result) or
(query, incorrect result), depending on how the result has been evaluated by the expert. We
compare with the results of Schufa’s current system and we show whether our system would
allow Schufa to save some of the (expensive) manual decisions without losing precision.

The automatically evaluated cases are not interesting for us: by comparing with Schufa’s
current system, we could only determine whether our system would act in the same way, without
knowing whether these decisions are correct.

For our experiments in this chapter, we have defined hand-crafted similarity measures for
the name, the address, and the birth date of persons as base similarity measures.

3.3.2 Evaluation of Similarity Measure Composition Techniques

In our first experiment, we evaluate the results of the different learning techniques described in
Section 3.1.1; no frequency information is available yet. We apply 10-fold cross validation (CV).
The results form the basis of this section as a reference point to measure improvements achieved
by partitioning.

As baseline, we additionally show results for the existing system of Schufa, a manually-tuned
system consisting of a set of rules. Regarding the low absolute values (an F-measure of 0.8 is of
course not acceptable for a real-world system), keep in mind that these experiments are run only
on the most difficult sample, i.e., on precisely those record pairs where an automated decision
was not possible and thus a human decision was required. To evaluate the system, we “enforce”
a decision by applying a decision threshold on the calculated similarity.

For each evaluated method, we determine maximum F-measure results, i.e., the highest F-
measure value of all calculated precision-recall points for different decision thresholds. Table 3.2
shows average results of the best F-measure values of each CV run. Logistic regression achieves
highest F-measure of all learning methods. All results are relatively close and improve the
current system by only 2 percentage points. This improvement may seem low, but we need to



22 Chapter 3. Similarity Measures

remember that we chose a quite difficult test set with mainly uncertain query results. We show
the impact of our further ideas in the following experiments.

‘F—measure Precision | Recall

Logistic regression 0.832 0.739 0.951
Decision tree 0.826 0.734 0.945
SVM 0.830 0.733 0.958
Current system | 0.817 | 0.722 | 0.940

Table 3.2: Best F-measure results and according precision and recall values for learning methods
and Schufa’s current system

3.3.3 Genetic Partitioning Results

We now evaluate the genetic partitioning algorithm presented in Section 3.2.5. We randomly
divided the 10k queries into 9k for training and 1k for testing. In Section 3.3.4, we present
the results of a complete 10-fold CV run, but in this section, we cover only one of these runs
to better analyze the behavior of the genetic partitioning algorithm. Note that because of this
difference, the resulting absolute values of this experiment are not comparable with the other
experiments.

The results of one genetic partitioning run per learning technique are shown in Figure 3.1.
We illustrate the results of each genetic partitioning iteration. The green points show the highest
F-measure of all evaluated partitionings in the iteration; the red points show the lowest result.
We added F-measure for the composed similarity measures without partitioning as baseline.

For all three evaluated learning techniques, we can see that the baseline result lies in between
the results of the first partitioning round. Even without genetic partitioning, we can improve
our initially learned similarity measures at least with some of the random partitionings.

For the following iterations of logistic regression and SVM (Figures 3.1a and 3.1b), we can see
a relatively fast improvement of both the highest and the lowest F-measure of the partitionings
created via recombination and mutation of successful partitionings. However, after a certain
amount of iterations, no further improvement can be measured. The necessary number of
iterations differs for the different techniques.

For decision trees (Figure 3.1c), we observe a much slower improvement of the best partition-
ing results per iteration. Additionally, there are still quite often results that are approximately
equal to or worse than the results without partitioning. The gap between best and worst results
grows slowly. We assume that the pruning behavior of decision trees is responsible for this
growth. To avoid overfitting, decision tree algorithms prune leaves with too few elements. In
some cases, the changes of one genetic partitioning iteration seem to be too small to trigger the
insertion of several new nodes that are not pruned. Thus, the generated trees do not change
considerably, and there is only little improvement in one iteration. We conclude that the number
of necessary genetic partitioning iterations also depends on the learning method.

Relevance of Initial Partitionings

We continue our analysis with the most promising learning technique: logistic regression. We
now analyze whether the generated partitionings in the later iterations are mainly recombina-
tions of the random partitionings of the initial set or whether mutation actually helps discovering
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Figure 3.1: Results for genetic partitioning iterations per learning technique
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new and better partitionings. For all iterations of a genetic partitioning run with logistic regres-
sion (same setting with 9k records for training and 1k records for testing), we have calculated
the fraction of partition endpoints generated in this iteration that were already included in the
first iteration.

Figure 3.2 shows that already after few iterations, a large part of the generated endpoints
is not related to the initial endpoints. Additionally, we observe that a certain amount of initial
endpoints remains in the final set of endpoints. There seem to be enough random mutation steps
in the genetic partitioning algorithm, so that the initial set of endpoints does not dominate the
generated partitionings.
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Figure 3.2: Fraction of initial endpoints

Efficiency Improvements with Caches

To efficiently compute a good partitioning, we exploit the reuse of learned similarity measures
and evaluation results in genetic partitioning. For each created partitioning, the learned overall
similarity measures and evaluation results (F-measure) of all unseen partitions are stored in
a cache. Whenever a new partitioning contains a partition that has been created before, the
similarity measure from the cache is reused. Also, the evaluation result is obtained from the
cache for evaluating the partitioning.

In Figure 3.3, we show the elapsed time after 50 genetic partitioning iterations for logistic
regression. The graphs show improvements achieved using a cache for the learned similarity
measures (Learner cache) and for the evaluation results (Result cache). With a learner cache,
the overall runtime can be significantly reduced by 72 %. With an additional cache for the
evaluation results, this rate can be increased to 76 % in total.
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Figure 3.3: Elapsed time after each genetic partitioning iteration with cache usage (all results
using logistic regression)
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Figure 3.4: Comparison of frequency approaches and partitioning strategies for Schufa data set

3.3.4 Comparison of Partitioning Strategies: Schufa Data Set

In this experiment, we compare the results of the learned similarity measures when applying
the different partitioning strategies described in Section 3.2.4. All results are determined using
10-fold CV on the 10k query data set containing difficult queries. We show the results in
Figure 3.4.

For all learning methods, we observe considerable improvements with almost all partitioning
strategies. The partitioning approaches also achieve better results than the frequency-enriched
model, for which no significant improvement over the frequency-oblivious model can be mea-
sured. As we have pointed out in Section 3.2.2; the frequency-enriched models perform mixed
decisions based on frequencies and base similarity values and are thus often malformed.

For equi-depth partitioning, greedy partitioning, and random partitioning, we can see no
clear leader across all learning methods. The achieved results are specific to each method. For
all learning methods, genetic partitioning achieves the overall best results.

When comparing learning methods for genetic partitioning, logistic regression achieves bet-
ter results than SVM, while decision trees are relatively far behind. As discussed earlier, we
believe that the pruning behavior of decision trees is responsible for their small gain with genetic
partitioning.

We further show the result of Schufa’s manually developed current system. In total, we can
improve this system’s F-measure by approx. 6 %, which is a significant and valuable improvement
for this use case.

In an additional experiment, we analyzed the effects on regular cases (i.e., all queries are
considered, not only the most difficult cases) by running the generated classifiers on the entire
2m query set. For this experiment, we retrained our learners (from the genetic partitioning
runs) with a set of 10k randomly selected queries from the entire query set. Note that for all
automatically evaluated queries, we assume that Schufa’s current system is always “correct”,
since there is no manual evaluation for these queries. However, we compare our learners with
this system, for the sake of completeness. In Table 3.3, we show the results for the differently
evaluated query sets. Although all decisions that do not agree with Schufa’s current system
have been considered incorrect, the improvements achieved in the manually evaluated query set
(with most difficult queries) still lead to overall slightly better results for all learning methods.
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Manually evaluated | All queries (2m)
queries (150k)

Logistic regression 0.8634 0.9849
Decision tree 0.8446 0.9849
SVM 0.8562 0.9860
Current system ‘ 0.8172 0.9833

Table 3.3: Results on entire query set. Evaluation is based on expert decisions where available
(manually evaluated) or automatic decisions of Schufa’s current system (automatically evalu-
ated).

3.3.5 Comparison of Partitioning Strategies: DBLP Data Set

To investigate whether our approach also works for other data sets, we prepared another data
set from DBLP [Ley, 2009], a bibliographic database for computer sciences. The main problem
in DBLP is the assignment of papers to author entities. As described by Ley, DBLP is not
perfect and needs to handle joins and splits: Author entries that falsely summarize publications
from several authors need to be split into distinct author entries; author entries that repre-
sent the same entity, but have different names, need to be joined [Ley, 2009]. In contrast to
other work that focuses on artificially injected errors [Rastogi et al., 2011] or specific groups of
names [Ferreira et al., 2010, Han et al., 2004a], we want to handle the actual DBLP problems on
a larger scale. We constructed our data set from cleaned parts of DBLP, where different aliases
for a person are known or ambiguous names have been resolved. In DBLP, cleaning is done
manually (due to author requests) and automatically (using fine-tuned heuristics) [Ley, 2009].

We created a new data set consisting of paper reference pairs where each pair that can be
assigned to one of the following categories:

1. Two papers from the same author

2. Two papers from the same author with different name aliases (e. g., with or without middle
initial)

3. Two papers from different authors with the same name (i. e., the name is ambiguous)
4. Two papers from different authors with different names

For each paper pair, the matching task is to decide whether the two papers were written
by the same author. The data set contains 2,500 paper pairs per category (10k in total). This
does not represent the original distribution of ambiguous or alias names in DBLP (where around
99.2 % of the author names are non-ambiguous), but makes the matching task more difficult
and interesting. We provide this data set on our website!.

Results. We list our similarity measures in Table 3.42. Similar to the previous experiment on
the Schufa data set, we applied 10-fold cross validation to compare the partitioning strategies
from Section 3.2.4. The results in Figure 3.5 are similar to the results of the Schufa data set.
Without partitioning, all three machine learning techniques achieve similar F-measure results of
about 0.86.

Ihttp://www.hpi-web.de/naumann/data
2For the Schufa data set, we cannot disclose the used similarity measures.
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Figure 3.5: Comparison of frequency approaches and partitioning strategies for DBLP data set

Attribute Similarity measure

Title MongeElkan

Author MongeElkan of concatenated author names

Author JaroWinkler of concatenated author names

Author Exact match of all author names (boolean)

Author Max JaroWinkler-Similarity of any author combination

Author JaroWinkler similarity of any author combination > 0.9 (boolean)
Journal/ MongeElkan of journal or booktitle (longer value is used)
Booktitle

Table 3.4: Our similarity measures for DBLP data set

Incorporating only frequencies into these models (without partitioning) improves perfor-
mance only by a small amount. An exception are decision trees, for which we can measure a
significant improvement. For this data set, the decision tree algorithm could determine that the
frequency attribute is relevant for the classification task.

From the partitioning strategies, genetic partitioning again clearly outperforms all other
strategies with overall F-measure results of about 0.93. The results show that random parti-
tioning is not enough to achieve best results. The equi-depth and greedy partitioning strategies
perform worse than the other partitioning strategies, but still better than the no-partitioning
approach without frequencies. For this data set, too, partitioning always improves the results.

Overall, we can measure a significant improvement by genetic partitioning of about 9 %,
which is larger than the improvement on the Schufa data set. Our experiments show that our
approach works on different data sets, but that the actual amount of improvement depends on
the data set.
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3.4 Related Work

In the last decades, many researchers have worked on duplicate detection, where similarity
measures are used to define which records are duplicates. Recent surveys provide a general
overview on duplicate detection [Elmagarmid et al., 2007, Winkler, 1999].

Bilenko et al. use machine learning techniques to learn similarity measures for duplicate
detection [Bilenko and Mooney, 2003]. They learn base similarity measures using SVMs and
apply another SVM to combine the base similarity measures. Sarawagi and Bhamidipaty use
active learning for interactive duplicate detection [Sarawagi and Bhamidipaty, 2002]. They also
employ machine learning techniques (decision trees, naive Bayes, and SVMs) to combine base
learners. We adapt and greatly extend this approach by creating a set of learners for different
partitions of the data. Shen et al. propose to create a set of different matchers for different
portions of the data [Shen et al., 2007]. They focus on the task of integrating a set of data
sources and create different similarity measures for comparing entities from the different sources.
In contrast to their work, we partition data according to frequencies and not based on different
sources of the data. Moreover, we employ a set of similar matchers, i. e., we learn one similarity
function for each of the partitions — but all of them with the same machine learning technique.
Another idea is to use actual attribute values for partitioning (e.g., using a Country attribute,
we learn one measure for each different country). While this idea depends on the availability of
attributes values that are suitable for partitioning, our approach is more generally applicable as
it only exploits meta-information of the values (frequencies).

There are also approaches to duplicate detection/entity resolution that exploit knowl-
edge about frequencies. Bhattacharya and Getoor apply collective entity resolution; by
incorporating knowledge about references between entities, entity resolution can be im-
proved [Bhattacharya and Getoor, 2007]. Their approach starts by resolving entities with least
frequent names, since “two references with the name ‘A. Ansari’ are more likely to be the
same, because ‘Ansari’ is an uncommon name.” Torvik and Smalheiser propose a probabilistic
approach to author name disambiguation [Torvik and Smalheiser, 2009]. In their model, they
include the frequency of names to predict the probability that two names match. They also
recognize that “if the name is very unusual (e.g., D. Gajdusek), the chances are better that
any two randomly chosen articles with that name are written by the same individual than if
the name is very common (e.g., J. Smith).” We also exploit this insight, but with an entirely
different approach.

There exist several ideas to generate learners from different portions of
data [Dietterich and Fisher, 2000]. The most popular ones are bagging (bootstrap aggre-
gating, means creating and averaging a set of learners from random samples of the data) and
boosting (creating a set of learners and weighting them according to their accuracy). In contrast
to these approaches, we are interested in a meaningful partitioning of the data and create one
learner for each partition of the data. Only this learner is then used for the instances that fall
into this partition.

The idea to partition data is often used for more efficient processing. For instance, blocking
algorithms are popular in duplicate detection [Jaro, 1989]. The key idea of blocking is to place
records that are likely to be similar into one partition. Only records within the same partition
are compared. In contrast, we partition data for more effective similarity measurement. What
is more, we partition according to frequencies of values (metadata), and not according to the
actual values (data). Our partitioning approaches are orthogonal to any of the previous ideas
on data partitioning for efficiency.
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3.5 Conclusion

In this chapter, we introduced an approach for improving composed similarity measures. We
divide a data set consisting of record pairs into partitions according to frequencies of selected
attributes. We learn optimal similarity measures for each partition. Experiments on different
real-world data sets showed that partitioning the data improves learning results and that genetic
partitioning performs better than several other partitioning strategies, while the amount of
improvement depends on the data set.

With the learned similarity measure, we have a means for effectively specifying the result
of a similarity search query, i.e., all records in the data set with a large value for the overall
similarity measure. In the subsequent chapters, we present methods for performing efficient
search with such complex similarity measures.






Indexing Similarity

While we defined our similarity measure in the previous chapter to achieve effective similarity
search, we now turn to the problem of performing efficient search queries.

In the area of databases, a common approach to speed up queries is to create indexes. An
index is a data structure that supports efficient access to the data [Garcia-Molina et al., 2009].
An index structure frequently used in database systems is the Bt-tree, a binary search tree
where the leaf nodes contain ordered pointers to a set of database records, and each non-leaf
node similarly contains pointers to lower nodes [Bayer and McCreight, 1970].

The concept of indexes can be adapted for answering similarity queries. The main goal of
similarity indexes is to avoid expensive comparisons of attribute values from database records
with the query record. Similarity indexes typically exploit characteristics of the data or similarity
measures to exclude records from the search as early as possible.

In this chapter, we first give an overview on similarity indexes in Section 4.1. We then
present the State Set Index (SSI) in the subsequent sections, a similarity index for strings. The
main advantage of SSI in comparison to previous string indexes is that it has a small memory
footprint while providing fast query execution times on small distance thresholds. We describe
our approach in Section 4.2 by defining the index structure and algorithms for building the index
and searching with it. We show evaluation results in Section 4.3. Section 4.4 describes related
work, and the chapter is concluded in Section 4.5.

4.1 Similarity Indexes

In our similarity search system (see Chapter 2 for an overview), we use attribute-specific simi-
larity indexes to efficiently retrieve sets of records with similar attribute values. We first define
the type of queries answered by similarity indexes.

Definition 4.1 (Attribute similarity query). The result of an attribute similarity query for a
query record q € U, a record set R C U, an attribute a, a retrieval threshold 0, is the set of
records in R where the similarity for the value of a is at least 0, :

{r € R | sima(q,r) > ba}
Index structures for answering similarity queries typically gain efficiency by exploiting prop-

erties of specific similarity measures or data types. In the following, we give a brief overview of
common similarity index structures.
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Vector space: If the data is available in or can be transformed into a vector space
(feature space), the search of similar objects can be reduced to the search of close vec-
tors [Bohm et al., 2001].

The R-tree is a binary search tree that organizes vectors as points using bounding hyper-
rectangles [Guttman, 1984]. Each leaf node represents a hyper-rectangle that contains a
set of points. Each internal node represents a hyper-rectangle that contains the set of
hyper-rectangles of its child nodes. In both cases, the hyper-rectangle is the minimum
bounding box of the contained elements. Querying the R-tree is performed by starting
at the root node and evaluating which of the child nodes’ regions overlap with the search
region. Only those regions are considered further. Only points within hyper-rectangles
of leaf nodes that overlap with the search region are relevant to the search and must be
evaluated for containment in the search result.

The kd-tree is a binary search tree for multidimensional data [Bentley, 1975]. Each internal
node represents a split node, where the split condition is defined as a predicate on one
of the dimensions. For example, the split condition a < 10 means that all points with
a value for a smaller than 10 are placed in the left subtree, and all other values in the
right subtree. Each subtree can either be another node with a split condition or a set of
elements that is not further divided.

Metric space: In the metric space, the similarity measure needs to fulfill the metric
requirements (non-negativity, symmetry, identity, and the triangle inequality), while the
data can have arbitrary form [Chédvez et al., 2001, Zezula et al., 2006]. In this setting,
the triangular inequality can be exploited to efficiently reduce the search space. Several
strategies have been proposed for partitioning the data set, so that during search groups
of elements can be excluded as early as possible.

The ball partitioning strategy picks a pivot element and divides the data set into two
equally large subsets, separated by a distance radius from the pivot: the set of elements
near the pivot element (with a distance smaller than the separation radius), and the set
of elements far from the pivot element (with a distance larger than the separation radius).
Ball partitioning is used in the Burkhard-Keller tree [Burkhard and Keller, 1973] and the
vantage point tree [Yianilos, 1993].

For generalized hyperplane partitioning, two pivot elements are selected. The data set is
divided as follows: the set of elements that are nearer to the first pivot, and the set of
elements nearer to the second pivot. Generalized hyperplane tree [Uhlmann, 1991] and
bisector tree [Kalantari and McDonald, 1983] apply generalized hyperplane partitioning.

Ezxcluded middle partitioning is based on ball partitioning. A pivot element is selected,
and the data set is partitioned according to the distance to the pivot. In contrast to ball
partitioning, an exclusion zone is defined for the elements that are near the separation
radius. If the exclusion zone contains many elements, it can be further subdivided. With
a search distance smaller than the exclusion zone, it is guaranteed that at least one of
the subsets can be excluded from the search. Excluded middle partitioning is used by the
excluded middle vantage point forest [Yianilos, 1999].

Non-metric space: If the given similarity measure is not a metric, most approaches try
to transform the search problem into one of the well-solved problems for search in vector
or metric space [Skopal and Bustos, 2011].

The TriGen algorithm transforms the given non-metric similarity function into a met-
ric [Skopal, 2006]. The similarity function must be a semi-metric, i. e., all metric require-
ments except the triangular inequality are fulfilled. TriGen determines on a sample the
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amount of elements where the triangular inequality does not hold, and then applies a
transformation function on the similarity function to correct this error. The NM-tree uses
TriGen for transforming the similarity function into a metric [Skopal and Lokoé¢, 2008].
After that, the M-tree is used as an efficient indexing method within the metric
space [Ciaccia et al., 1997].

The QIC-M-tree also builds on the M-tree [Ciaccia and Patella, 2002]. The user is required
to define a metric function that is a lower bound for the actual (non-metric) similarity
function. The M-tree is then built for the metric lower bound function and used to partially
answer the query, allowing to prune at least some subtrees from the M-tree. Elements in
the remaining subtrees still need to be compared to the query object.

— Strings: For similarity search in sets of strings, many specialized indexes have been pro-
posed [Navarro, 2001]. We give a detailed overview on similarity indexes for strings in
Section 4.4. In the remainder of this chapter, we present the State Set Index — a novel
similarity index for search with edit distance.

In our person data use case, we use different similarity measures for the different attributes.
Because we do not only have edit distance, we use a more general approach by Christen
et al. [Christen et al., 2009] as attribute similarity index in the experiments in later chapters.
For each attribute, they precalculate similarities of values stored in the database in an index.
With blocking, the amount of similarity calculations is reduced [Newcombe, 1967]. They also
create a traditional index for the occurrences of values in records. To support fast calcula-
tion of similarities for unseen values at query time, another index for blocking keys is created.
With these indexes, similarity queries can be efficiently answered for various attribute similarity
measures.

4.2 State Set Index

The State Set Index (SSI) is an efficient and configurable index structure for similarity search in
very large string sets. In this section, we first describe the key ideas of SSI before giving details
on the indexing and searching algorithms.

The main advantage of SSI in comparison to earlier work is that it has a small memory foot-
print while providing fast query execution times on small distance thresholds at the same time.
In particular, we extend and improve TITAN [Liu et al., 2008], a trie index that is interpreted
as a nondeterministic finite automaton (NFA). We give an overview on previous work and show
an empirical comparison in Sections 4.3 and 4.4. The concepts of SSI have been developed
by Dandy Fenz in his Master’s thesis supervised by the author of this thesis [Fenz, 2011]. The
contents of this and the following sections are based on our co-authored paper [Fenz et al., 2012].

4.2.1 Definitions

Let ¥ be an alphabet. Let s be a string in £*. A substring of s, denoted by s[i. .. j], starts at
position i and ends at position j. We call s[1...j] prefiz, s[i...|s|] suffiz and s[i...j],(1 <i <
J <1s]), infiz of s. Any infix of length ¢ € N is called ¢-gram.

As we have pointed out in Section 3.1, there exist several techniques to measure the similarity
of two strings. For the scope of this chapter, we focus on edit distance.

Definition 4.2 (Edit distance [Levenshtein, 1966]). The edit distance deq(s1,s2) of two strings
81, S is the minimal number of insertions, deletions, or replacements of single symbols needed
to transform sy into sy. Two strings are within edit distance k iff deq(s1,52) < k.
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Variations of edit distance apply different costs for the three edit operations. While SSI is
applicable to all edit distance-based measures with integer costs for the different edit operations,
we only consider the standard definition with equal weights in this chapter.

Our goal is to create a similarity index! for finding all similar strings:

Definition 4.3 (String similarity index). Given a query string q, a bag S of strings, and a
threshold k, a string similarity index efficiently determines all s € S for which deq(q, s) < k.

The construction of prefix or suffix trees is a common technique for string search. In the
literature, such a tree is also called t¢rie [Fredkin, 1960].

Definition 4.4 (Trie [Fredkin, 1960]). A trie is a tree structure (V, E,v,, 3, L), where V is the
set of nodes, E is the set of edges, v, is the root node, 3 is the alphabet, and L : V — ¥* is the
labeling function that assigns strings to nodes. For every node v, with L(v.) = s[1...n| that is
a child node of vy, it holds L(v,) = s[1...n — 1], i. e., any parent node is labeled with the prefix
of its children.

The trie root represents the empty string. The descendants of a node represent strings with
a common prefix and an additional symbol from the alphabet. A trie is processed beginning
at the root node. Indexed strings are attached to the node that is reached by processing the
complete string. Tries are an efficient method for exact string search.

For efficient similarity search, a trie can also be interpreted as a mondeterministic finite
automaton [Liu et al., 2008].

Definition 4.5 (Nondeterministic finite automaton (NFA) [Rabin and Scott, 1959]). A nonde-
termanistic finite automaton is defined as a tuple (Q,%, 9, qo, F'), where Q is the set of states, ¥
is the input alphabet, § : Q x (XU {e}) — P(Q) is the state transition function (with € referring
to the empty word), qo is the start state, and F is the set of accepting states.

The NFA begins processing in the start state gg. The input is processed symbol-wise with
the state transition function. An NFA is allowed to have several active states at the same time.
If, after processing the entire string, the NFA is in at least one accepting state, the string is
accepted, otherwise rejected.

For similarity search, we interpret a trie as an NFA. In the NFA version of the trie, the trie
root node is the start state of the NFA. The nodes with associated result strings are marked as
accepting states. The trie’s edges are interpreted as state transitions with reading symbols. In
addition, the NFA version contains for each state transition one additional state transition for
reading € as well as one e-transition from each state to itself. These e-transitions allow state
transitions that simulate deletion, insertion, and replacement of symbols as necessary for edit
distance calculation. To do similarity search with the NFA, the query string is processed as
input symbol sequence by the NFA. After the processing step, the NFA is in zero, one, or more
accepting states. The query result contains all strings that are attached to the reached accepting
states.

The NFA idea described so far generates for a large amount of indexed strings a large
automaton with many states (but there can be no false positives in the result string set). In the
next section, we describe our approach that restricts the number of NFA states and checks the
result string set for false positives.

IStrictly speaking, SSI and all other string similarity indexes that require an absolute distance specified in
the query (rather than a relative distance) cannot answer an attribute similarity query as given in Definition 4.1.
However, those indexes can still be used as a similarity index in the subsequent chapters as we only rely on the
property of lowering retrieval thresholds by some steps, a concept that can also be applied to absolute distance
values, e.g., by increasing the edit distance by some steps. For illustration purposes, we follow the notion of
relative retrieval thresholds in Chapters 5 ff.
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4.2.2 Index Structure

SSI is based on a trie that is interpreted as an NFA. In the following, we describe the key ideas
behind SSI that go beyond the basic trie and NFA concepts described above.

State Labeling

The SSI states are labeled with numbers. Each label is calculated from the history of read
symbols. For this purpose, the original input alphabet, in the following referred to as Xy, is
mapped to a labeling alphabet X5, = {1,2,...,¢na} € N with ¢pee < |X7]. A mapping
function m : ¥y — ¥ defines the mapping of symbols from the two alphabets. Note that the
symbols from the labeling alphabet can be interpreted as natural numbers and thus be used for
calculation. A label for a state with read symbols s; ...s, € £} is calculated as follows:

(s1...8n-18n) = U(S1...5n-1)" Crnaz + Sn
lle) = 0

with € referring to the empty word.

Our labeling strategy is history-preserving, i.e., given a label, the read characters from the
labeling alphabet can be unambiguously reconstructed. The inverse of function I determines for
a label n the original input character sequence and is given as follows:

l_l(n) — l_l(l_n/cmazJ) o (n mod Cmaac)

I710) = ¢

where o is the concatenation operator.

Restriction of Labeling Alphabet Size

SSI allows to restrict the size of the labeling alphabet ;. When choosing a labeling alphabet
with |X1| < |27| (note the strict “less than” sign), at least two symbols from the input alphabet
are mapped to the same symbol from the labeling alphabet.

This can reduce the number of existing states in the resulting NFA. For any two prefixes
p1,p2 of two indexed strings, the states I(p1),1(p2) are merged iff I(p;) = I(p2). This is the case
iff for at least one symbol position pos in p; and ps, it holds p;[1 : pos — 1] = pa[l : pos — 1] and
p1[pos| # palpos] and m(p1[pos]) = m(pa[pos]), i.e., two different symbols at the same position
are mapped to the same symbol in the labeling alphabet and the prefixes of the strings before
this symbol match.

Depending on the selected mapping, a state may contain several different strings. With
L] < |Z1], it is not always possible to reconstruct a string from a state label, as there are
several different possibilities for that. Thus, we need to store which strings are stored at which
state. In addition, the accepting states may contain false positives, i.e., strings that are not part
of the correct query result. This makes it necessary to check all resulting strings by calculating
the exact distance to the query string before returning results.

Choosing a labeling alphabet size is thus an important parameter for tuning SSI. A too
large labeling alphabet size results in a large NFA with many states and thus large storage
requirement, but few false positives. In contrast, with a too small alphabet size, the NFA has
only few states, but a large number of attached strings per state; the consequence is a large
number of false positives.
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Restriction of Index Length

SSI allows to restrict the number of indexed symbols. From each string s;...s, € X7, only a
prefix with a maximum length of ind,,., is indexed. The leaf states contain all strings with a
common prefix.

Restricting the index length can reduce the overall number of existing states. For any two
strings ¢1 and go, the two states [(g1) and I(g2) are equal iff [(g1]1 : indmaz]) = 1(g2]1 : indmaz))-

Similar to choosing the labeling alphabet size, we face the challenge of handling possible
false positives in the result string sets also for restricted index length. The index length is
thus a second parameter to tune the trade-off between a large index (large index length, high
memory consumption) and a large number of false positives to be handled (small index length,
low memory consumption). In our analysis of a large string data set with the Latin alphabet
(and some special characters) as input alphabet, we observed optimal results with a (surprisingly
small) labeling alphabet size of 4 and an index length of 14 (see Section 4.3.1 for a discussion
of this experiment).

Restricting the labeling alphabet size as well as the index length can significantly decrease
the number of existing states. For example, in a data set with 1 million names, the mapping
from the Latin alphabet to a labeling alphabet with 4 symbols and restricting the index length
to 14 results in a state count reduction from 5,958,916 states to 2,298,209 states (a reduction
ratio of 61 %).

Storing States

Due to the history-preserving state labels, all potential successors of a state can be calculated.
With a calculated state label, the existence of such a state can be determined as follows: For any
state ¢, the state transition with the symbol ¢ € ¥, by definition exists iff ¢. = ¢-|X 1|+ ¢ exists.
This is because for any symbol ¢’ € X1, \ {c}, it holds ¢ # ¢’ and thus ¢ = ¢ - |[Zp| 4+ ¢’ # Pe.

To benefit from this observation, SSI only stores which states actually exist, i. e., only states
¢ for which there is at least one prefix p of a string in the indexed string data set with I(p) = ¢.
This reduces the necessary storage capacity, because it is not necessary to store state transitions.
Also, during query answering, checking the existence of state transitions is not required.

Because SSI state labels are numbers, a simple storage format can be defined. A bitmap,
where each bit combination represents a label of an existing or non-existing state, is sufficient
to store which states do exist.

Storing Data

Due to the introduced restrictions, an accepting state may refer to multiple, different strings —
the strings cannot be completely reproduced from the state labels. Thus, it is necessary to store
the strings attached to the states. The required data store has a rather simple interface: A set
of keys (the accepting states), each with a set of values (the strings referred to by the states)
needs to be stored. Any key/multi-value store is suitable for this task. Since the data store
is decoupled from the state store, the data store can be held separately. Thus, while the state
store can be configured to be small or large enough to fit into main memory, the data store can
be held in secondary memory.

4.2.3 Algorithms

In the following, we describe the details for indexing a large string set with SSI and searching
with the created index.
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Algorithm 4.1 Indexing with SSI

Input: set of strings to be indexed stringSet,
labeling alphabet size ¢;qz,
index length indqz,
mapping function m : 3y — X,
Output: set of existing states stateSet,
set of accepting states acceptingStateSet,
map of states with indexed strings dataStore
stateSet < {}
acceptingStateSet < {}
dataStore = {}
for all str € stringSet do
state < 0
for pos =1 — min(indqz, |str]) do
state « state - Cpar + m(strpos])
stateSet.add(state)
acceptingStateSet.add(state)
dataStore.add(state, str)
: return stateSet, acceptingStateSet, dataStore

—_ =
= o

Indexing

The indexing process is shown as Algorithm 4.1. All strings to be indexed are processed one
after another. Each string is read symbol-by-symbol. After reading a symbol, the current state
is calculated and stored. Finally, after reading the entire string, the active state is marked as an
accepting state and the string is stored at this state’s entry in the data store. After the initial
indexing process, it is also possible to index additional strings using the same steps.

Example. Consider the strings Miiller, Mueller, Muentner, Muster, and Mustermann and the
alphabet mapping shown in Table 4.1. In this example, we chose a labeling alphabet size of
Cmaz = 4 and an index length of ind,q; = 6.

I /M u e | r G n t s m a
o1 2 3 4 1 2 3 4 1 2 3

Table 4.1: Example for alphabet mapping function m : X5 — ¥;

Figure 4.1 illustrates all existing states and possible state transitions of the resulting index.
A reading example for a state transition is the following: We have reached the state labeled 6
after reading the symbols 1 and 2. From state 6, we can perform a transition by reading the
symbol 3 and reach the state 6 -4 4+ 3 = 27.

Note that the figure only shows the state transitions that do not add costs by reading a
symbol from the input string (as explained below in the description of the searching algorithm)
and the e-transitions. For the sake of clarity, state transitions with other symbols (that do add
costs) are not shown. The accepting states point to the indexed strings as follows:

1869 — {Miiller}, 1811— {Mueller}, 1795— {Muenter}, 1677 — {Muster, Mustermann} [
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Figure 4.1: Example for states created by SSI with ¢4 = 4 and ind,q: = 6

Searching

We now describe how to process a query string ¢q; € X} with edit distance & € N. The search
process is shown as Algorithm 4.2.

First, a set S of cost-annotated states s with state ¢, and associated costs Ag (the number
of edit distance operations required so far) is created. We write s := (¢4, As). Initially, all
states that can be reached from the start state with at most k e-transitions are added to S. To
determine these states, the labels of the successors of the start state are calculated and their
existence is validated.

If a state s in S is associated with several different costs A4, only the state with the lowest
As is kept; all other states are dismissed. This selection (not shown in the algorithm) is done
for all state calculations and is not stated again in the following.

Next, the query string ¢; is translated into the labeling alphabet; we call the translated
query string ¢ in the following. The symbols of ¢ are processed one-by-one. The following steps
are performed for each symbol ¢ in ¢:

Another empty set S* of current cost-annotated states is created. For each cost-annotated
state (¢s, As) In S, a set S¥ is created and processed with the following steps:

e To simulate deletion of symbols, the cost-annotated state (¢s, As + 1) is added to S} if
As +1<k.

e To simulate matching of symbols, (¢%, As) is added to S}.

59

e Next, substitution of symbols (i.e., matching of symbols other than ¢) is simulated. If
As + 1 < k, then for each ¢* := ¢, - |Xp| 4+ ¢* with ¢* € ¥ \ {c}, a new cost-annotated
state (%, As + 1) is added to S¥. Note that these state transitions are not shown in
Figure 4.1.
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Algorithm 4.2 Searching with SSI

Input: query string ¢, maximum edit distance k
Output: result string set R

LS« {(i-ci)|0<i<k,ceXp}NstateSet Initial e-transitions
2: for pos < 1 — min(ind a4z, |q|) do

3: S* {}

4:  for all (¢, As) € S do

5: S: — {}

6: if Ay +1 <k then Deletion
7 S 8% U (s, As + 1)

8: fori=1—|Xz| do Match and substitution
0 b7 by |Tr| +i
10: if i = m(¢[pos]) then

11: S¥ < SEU (g%, As)

12: else if \; +1 < k then

13: Sk SEU(ef, As +1)

14: for all (¢, \.) € S* do Insertion
15: S/ « all states reachable from ¢/ with at most (k — A.) e-transitions

16: S¥ ¢+ SrUS,

17: Sk« Sk NstateSet Evaluation of existence
18: S* — S*uU Sk

19: S« 85"
20: R+ {} Retrieve strings and filter by distance

21: for all (¢s,As) € S do

22: if ¢ € acceptingStateSet then

23: R < RU {s € dataStore.get(ps) | dea(s, q) < k}
24: return R

e Inserting symbols is simulated using e-transitions. All states ¢} are determined that can
be reached from ¢4 with at most k e-transitions. The annotated states (¢%, A5 + @) where
i refers to the number of performed e-transitions to reach ¢; are added to S;.

Then, states that do not exist in the index are removed from S*, S is replaced by S* and all
steps are repeated with the next symbol. After processing all symbols, the state set S represents
the final state set. For all states from S that are accepting, all strings stored at those states
are retrieved. This set of strings is filtered by calculating the actual edit distance to the query
string as it may contain false positives. The set of filtered strings is the result of the search.

Example. Consider the index in Figure 4.1 and the example query Mustre with a maximum
distance of k = 2. The initial state set S = {(0,0),(1,1),(6,2)} contains all states reachable
from the start state with at most k = 2 e-transitions. The first symbol to be processed is M,
which translates to ¢ = 1 in the labeling alphabet. The state sets S* = S* = () are created. For
all entries in S, the five above-described steps are executed. After processing the first symbol,
we have:

S ={(0,1),(1,0), (6,1), (28,2),(27,2),(25,2) }

After that, ¢ = 2 (u) is processed. The state set after this step is:

S = {(0,2),(1,1),(6,0), (28,1), (27,1), (25,1), (116, 2),
(112,2), (111,2), (104,2)}
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After processing the third symbol ¢ =1 (s), we have:

S = {(1,2),(6,1),(28,1),(27,1), (25,0), (116,2), (112,2),
(111,2), (104, 1), (419, 2)}

The next symbol ¢ = 4 (t) results in:

S = {(6,2),(28,1),(27,2),(25,1), (104,0), (116, 1), (112, 1),
(111,2), (419,1), (1677,2), (467, 2), (452,2)}

The symbol ¢ =1 (r) is processed as follows:

S = {(28,2),(25,2),(104,1), (116,2), (112, 2), (419, 1),
(1677, 1), (1869, 2), (467, 2), (452, 2)}

With the last symbol ¢ = 3 (e), we finally have:
S = {(104,2),(419,1), (1677,2), (467,2), (1811, 2)}

From the set of states in S, only the accepting states 1677 and 1811 are further processed,
because strings have been attached only to the accepting states. The strings stored at these
states are Muster, Mustermann, and Mueller. After filtering false positives, we finally have the
result string set {Muster}.

|

Complexity

To index n strings with a maximum index length ind,,q., at most ind,,q, states need to be
calculated for each string. Thus, we have an indexing complexity of O(n - indmaz)-

The most important size factor of SSI is the number of created states. For an index length
indma, and an indexing alphabet X, the number of possible states is |X L|’:"dm“'~”. The index
size depends on the chosen parameters where ind,, . is the dominant exponential parameter.

The search algorithm of SSI mainly depends on X1, ind,q., and the search distance k. In
the first step, k- |2 | potential states are checked. For each existing state, its successor states are
evaluated. These consist of up to one state created by deletion, |X | states created by match or
substitution, and k- |2 | states created by insertion of a symbol. This process is repeated up to
iNdyqq times. Overall, we have up to (k- [Sz]) - (1+k-[Sz|+ k- [EL])4mes steps and thus a
worst-case complexity of O((k - |Xp|)"4ma=), Similar to the indexing process, the complexity is
bound by the parameters |Y | and ind,,q, where ind,,q, is the dominant exponential factor. By
evaluating the existence of states during the search process and proceeding only with existing
states, we typically can significantly decrease the number of states that are actually evaluated.

4.3 FEvaluation

We use a set of person names crawled from the public directory of a social network website to
evaluate the performance of SSI for parameter selection, index creation, and for search opera-
tions. Table 4.2 shows some properties of our data set. The set Dy, contains all person names
we retrieved, whereas the sets D; consist of ¢ randomly chosen strings taken from Dy,;. We
did not use the Schufa data set from Section 3.3.1 in this experiment, because we want to show
effects at a larger scale for SSI.
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Set Number of String length | |X;| | Number of

strings min./avg. /max. duplicates

Dguy | 170,879,859 | 1 /13.99 /100 | 38 | 70,751,399
Daoor 200,000 1/14.02 /61 | 29 5,462
Daoor | 400,000 1/14.02 /54 | 32 17,604
Deook 600,000 1/14.01 /55 35 35,626
Dsoor 800,000 1/14.02 /61 33 54,331
Diooor | 1,000,000 1/14.01/64 | 35 77,049

Table 4.2: Evaluation data sets

First, we evaluate the impact of different parameter configurations on the performance of SSI
and then choose the best setting to compare SSI against four competitors. In particular, we com-
pare SSI to FastSS [Bocek et al., 2007], TITAN [Liu et al., 2008], Flamingo [Behm et al., 2011],
and Pearl [Rheinlidnder and Leser, 2011}, which are all main memory-based tools for index-based
string similarity search (see Section 4.4 for details). For Flamingo and Pearl, we use the original
implementations provided by the authors. For FastSS and TITAN, we use our own implemen-
tations of the respective algorithms. Our evaluation comprises experiments both for indexing
time and space as well as experiments on exact and similarity search queries.

All experiments were performed on an Intel Xeon E5430 processor with 48 GB RAM available
using only a single thread. For each experiment, we report the average of three runs.

4.3.1 Evaluation of SSI Parameters

We exemplarily used the set Digoox to evaluate the impact of different parameter configurations
on the performance of SSI on small string sets. Since the maximum index length ind,,., and
labeling alphabet size |X| have a large influence on the performance of SSI, we varied both
indmq, and |X 1| in the range of 2 to 15. We could not perform experiments on larger parameter
ranges due to memory constraints of our evaluation platform.

As shown in Figure 4.2a, the average query execution time drastically decreases with in-
creased labeling alphabet size and maximum index length. In particular, a configuration of SSI
with indme. = 12 and |X | = 8 outperforms a configuration using ind,q.. = 2 and || = 2 by
three orders of magnitude (factor 1521). On the other hand, when increasing ind,., and |Xr],
we observed that the index size grows significantly (see Figure 4.2b). For example, changing the
configuration from ind,,q., = 2 and |X| = 2 to indme. = 6 and |X| = 13 increases memory
requirements by a factor of 60. We also observed that the number of false positives and the
number of accessed keys per query decreases both with increasing ind,., and |X1| (data not
shown) and conclude that this is the main reason for the positive outcome of a large labeling
alphabet and a large index length. However, we could not increase both parameters further due
to memory limitations of our platform; we expect a further decrease of query execution time.

We also evaluated the influence of varying parameters on query execution time and index size
on Dy,y. Results are shown in Figure 4.3 for selected configurations. Similar to the experiments
on Diggok, the index size grows heavily while increasing ind,,q, and |Xr|. Particularly, choosing
X1 = 3 and indpma: = 15 yields in an index size of approximately 12 GB, whereas a configu-
ration with |X7| = 5 and ind,uee = 15 needs an index of 28 GB. On the other hand, the query
execution time decreases with elongating ind,,., and |Xy|. Using |X1| = 3 and inde. = 15,
the query execution time averages to 8 milliseconds, whereas with |X;| = 5 and ind,q, = 15
the query execution time diminishes to 2.6 milliseconds on average at the expense of a very large
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Figure 4.2: Evaluation of parameters ind,,q. and |Xp| for Diggor and k = 1.

index. We also experimented with other settings of ind,,q, and |X1| in the range of 2 to 15, but
these configurations either did not finish the indexing process in a reasonable amount of time
or ran out of memory on our evaluation platform. Therefore, we did not consider these settings
for parameter configuration on large string sets.

In summary, both parameter variations of |X;| and ind,,., have a large impact on the
performance of SSI. While increasing |X| or indq., the number of false positive results that
need to be verified decreases, which yields in a considerably fast query response time. However,
our experiments also revealed that at some point, no further improvements on query response
time can be achieved by increasing |X 1| and ind,q... This is caused by an increased effort for
calculating involved final states that outweighs the decreased amount of false-positive and the
number of lookups in this setting. We decided to configure SSI with |X| = 4 and ind,,q. = 14
for all following experiments using Dy, since this configuration gives us the best query execution
time with an index size of at most 20 GB.



4.3. Evaluation 43

10
E 8 * 3/15 . 4//13
c
o 6 +5/13
E !
> 4 ~4/14 5/14
< . *
§, 5 4/15 ¢ 5/15
0 T T T T T T T T T 1

10 12 14 16 18 20 22 24 26 28 30
Index size in GB

Figure 4.3: Trade-off between index size and query execution time on Dy, and k = 1 on varying
configurations of indq.. € {3,4,5} and |X| € {13, 14,15}.

4.3.2 Index Creation Time and Memory Consumption

We evaluated SSI in terms of index creation time and memory consumption and compared it to
other main-memory indexes, namely FastSS, TITAN, Pearl, and Flamingo on all available data
sets. For all evaluated tools, we observe that both index sizes and indexing time grow at the
same scale as the data sets.

Three the indexes we compared to are not able to handle very large string collections. In
Figure 4.4, the memory consumption of each created index in main memory is shown. We were
able to index Dpyy; only with SSI and Flamingo; FastSS, Pearl, and TITAN ran out of memory
during index creation. In particular, FastSS even failed to create indexes with more than 400,000
strings. Another severe drawback of FastSS is that it needs to create a separate index for each
edit distance threshold k — in contrast to all other evaluated tools.

Clearly, SSI outperforms all other trie- or NFA-based tools in terms of memory consumption
and outperforms FastSS, Pearl, and TITAN by factors in the range of 1.4 (Pearl on Dagoi) to 4.5
(Pearl on Dyggor). Compared to Flamingo, which is based on indexing strings by their lengths
and char-sums, SSI is only advantageous for indexing large data sets. When indexing Dy, SSI
needs 3.0 times less memory than Flamingo. For small data sets with up to one million strings,
Flamingo outperforms SSI by factors in the range of 2.4 (D1ggox) to 5.0 (Dagok)-

We also evaluated SSI on the time spent for index creation. As shown in Figure 4.5, SSI
indexes all data sets significantly faster than the other trie- or NFA-based methods. It outper-
forms FastSS with factors 3.2 to 3.7 on k£ = 1, TITAN with factors 4.0 to 4.7, and Pearl with
factors 7.4 to 9.6. Similar to the memory consumption, SSI is the more superior the larger the
data sets grow. Compared to Flamingo, SSI is only slightly slower (factors in the range of 1.4
to 2.0).

4.3.3 Query Answering

To evaluate the performance of SSI in query answering, we assembled a set of 1,000 queries
separately for each data set as follows: First, we randomly selected 950 strings from the respective
data set and kept 500 of these strings unchanged. On the remaining 450 strings, we introduced
errors by randomly changing or deleting one symbol per string. Additionally, we generated 50
random strings and added them to the set of queries. For each query, we measured the execution
time and report the average of all 1,000 queries. We compared SSI to all above-mentioned tools
both for exact and similarity queries with varying edit distance thresholds k£ € {0,1,2,3}. For
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Figure 4.5: Average index creation time in milliseconds (log-scale)

all search experiments, indexing was performed in advance and is not included in the measured
times. Results are shown in Figure 4.6.

For exact queries, SSI outperformed all competitors independent of the data set size (see
Figure 4.6a). Specifically, SSI outperformed FastSS with factor 2.3 on Dagox and factor 1.5 on
Dyoox, TITAN with factors varying between 1.6 on Dggor and 2.1 on Daygg, Pearl with factors
varying between 5.3 on Dggox and 6.6 on Dsgog, and Flamingo with factors from 2.0 on Dsygog
to 44.1 on Dfu”.

Figures 4.6b — 4.6d show that SSI significantly outperforms the trie- and NFA-based tools
TITAN and Pearl on queries with larger distance thresholds. Using an edit distance threshold
of k =1, SSI outperforms TITAN with a factor of 4, using k = 3, SSI is 5.4 to 7.4 times faster
than TITAN depending on the data set. Compared to Pearl, SSI is faster by more than one
order of magnitude, independent of the data set and the edit distance thresholds. However, on
the smaller data sets (Dagok, Daook ), FastSS is by an order of magnitude faster than SSI. This
observation needs to be put into perspective, since FastSS on the one hand needs to create a
separate index for each k, and creating indexes with more than 400, 000 strings was not possible
using FastSS. In contrast, SSI does not have these limitations.

Furthermore, we acknowledge that Flamingo, which has a different indexing and search
approach (cf. Section 4.4), is significantly faster than SSI in many situations. For searches in
Dy with £ = 0 and £ = 1, SSI was faster by a factor of 4.2, in all other situations, Flamingo
outperformed SSI. Recall that Flamingo uses considerably more memory than SSI for indexing
Dy to achieve this (cf. Figure 4.4). We also clearly observe that the advantages of Flamingo
grow the larger edit distance thresholds get. However, future improvements of SSI could directly
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Figure 4.6: Average query execution time in milliseconds (log-scale)
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address this issue, e.g., by integrating bit-parallel edit distance computation methods which
provide a fast edit distance computation that is independent of the chosen threshold k.

4.4 Related Work

In the past years, the research community has spent much effort on accelerating string simi-
larity search. Prominent approaches use prefiltering techniques, indices, refined algorithms for
computing string similarity, or all in combination [Navarro, 2001].

Filter methods are known to reduce the search space early using significantly less compu-
tational effort than computing the edit distance (or another similarity measure) directly. As
a result of this so-called filter-and-verify approach [Xiao et al., 2008], only a few candidate
string pairs need to be compared using edit distance. Prominent pre-filtering approaches are
based on g-grams [Gravano et al., 2001, Gravano et al., 2003, Li et al., 2008], character frequen-
cies [Aghili et al., 2003], or length filtering [Behm et al., 2011].

Tries as indexes for strings and exact string matching in tries were first introduced by Mor-
rison [Morrison, 1968] and later extended by Shang and Merrett with pruning and dynamic
programming techniques to enable string similarity search [Shang and Merrett, 1996]. In addi-
tion to string similarity search, tries and trie-based NFAs are also known to perform well in other
areas, such as exact pattern matching [Gusfield, 1997], set joins [Jampani and Pudi, 2005], or
frequent item set mining [Grahne and Zhu, 2003, Han et al., 2004b].

The Peter index was designed for near-duplicate detection in DNA data and combines tries
with filtering techniques to enable string similarity search and joins [Rheinldnder et al., 2010]. It
stores additional information at each trie node for early search space pruning. Pearl is a follow-up
where restrictions on small alphabets were removed and a strategy for parallelizing the execution
of similarity queries and joins was introduced [Rheinlédnder and Leser, 2011]. As basis of SSI,
we use TITAN [Liu et al., 2008], an index structure based on prefix trees that are converted into
non-deterministic automata A, such that the initial state of A corresponds to the root node of
the originating prefix tree, and leaf nodes correspond to accept states in A. Additionally, further
state transitions are introduced in order to enable delete, insert, and replacement operations on
edit distance-based queries. In Section 4.2.2, we described the improvements of SSI over TITAN
in detail.

Algorithms based on neighborhood generation were first used for string similarity search by
Myers [Myers, 1994]. One drawback of the original algorithm by Myers is its space require-
ment, which makes it feasible only for small distance thresholds and small alphabets. The
FastSS index captures neighborhood relations by recursively deleting individual symbols and
reduces space requirements by creating a so-called k-deletion neighborhood [Bocek et al., 2007].
Similar to filtering approaches, FastSS performs search space restriction by analyzing the k-
deletion neighborhood of two strings. By adding partitioning and prefix pruning, Wang et
al. significantly improved the runtime of similarity search algorithms based on neighborhood
generation [Wang et al., 2009].

The Flamingo package provides an inverted-list index that is enriched with a charsum and a
length filter [Behm et al., 2011]. The filter techniques are organized in a tree structure, where
each level corresponds to one filter.

We empirically compare the SSI to FastSS, Flamingo, Pearl, and TITAN, and show that SSI
often outperforms these tools both in terms of query execution time and with respect to index
size (see Section 4.3). We could not compare to the approach by Wang et al. [Wang et al., 2009]
since no reference implementation was available.
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4.5 Conclusion

In this chapter, we presented the State Set Index (SSI), a solution for fast similarity search in
very large string sets. By configuring the parameters of SSI, we can scale the index size allowing
best search performance given memory requirements. Our experiments on a very large real-world
string data set showed that SSI significantly outperforms current state-of-the-art approaches for
string similarity search with small distance thresholds.

From a bird’s eye view, SSI is an exemplary similarity index for string attributes. As we
have pointed out, there exist many different similarity indexes suitable for different attributes
and similarity measures. The topic of the following chapters is how to combine these attribute
similarity indexes into an overall search system.






Query Planning for Similarity Search

Previously, we have defined a set of base similarity measures for the attributes and a composed
similarity measure for the overall similarity. We have also introduced different similarity index
structures that provide efficient access to sets of records with similar values for the base similarity
measures. In this chapter, we describe a technique that uses the similarity indexes for answering
similarity queries specified with the overall similarity measure.

To implement an efficient similarity search system, we suggest to use query plans. The query
plan describes which similarity indexes are to be used and which retrieval thresholds are to be
applied. Only records that fulfill the query plan conditions are compared to the query record.
We use the term query plan (to access the similarity indexes) in analogy to query plans in
database systems (to access tables and traditional indexes).

We focus in this chapter on range queries, while the subsequent chapter considers top-k
queries.

Definition 5.1 (Range Query). Given a record set R C U, a query record q¢ € U, and a minimum
similarity threshold Ooyeran (the Tange), a range query retrieves a set S of records from R with

S = {T €R | SimOverall(Ta Q) > 001)67‘&”}

In this chapter, we introduce query plans as a means for efficiently executing similarity
queries on large data sets (Section 5.1). The selection of a query plan can be performed in
advance; such a static plan is then used for all queries (Sections 5.2 and 5.3). Alternatively, a
plan can be selected individually for each query at query time (Sections 5.4 to 5.6). For both
approaches, we define result completeness and execution cost as metrics to evaluate query plans
and we propose algorithms to derive good query plans in a general setting.

5.1 Query Planning

We first give an overview of our search setting as well as the query planning approaches discussed
in this chapter and then introduce required definitions.

5.1.1 Filters and Planning Approaches

To perform efficient similarity search with an arbitrarily composed similarity measure, we apply
a filter-and-refine approach: Given a query, we first filter the entire set of records to derive a set
of probably relevant records. For this step, we need one similarity index for each base similarity

49
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Figure 5.1: Comparison of static and query-specific planning

measure in the filter. We apply filter criteria on these indexes (e.g., all records with a similar
FirstName as well as all records with a similar LastName) and then combine the filtered sets
(e.g., the intersection of records with similar FirstName and LastName).

In the refine phase, we calculate the exact similarity (with the combined similarity measure)
of the query for each of the records that survived the filtering. The result then contains the set
of records above the threshold for overall similarity (Qoverair)-

The filter criterion (which operates on the base similarity measures) is an approximation
of the overall similarity measure (which composes the base similarity measures). The key to
success is to optimize the filter criterion — it should be as concise, but as complete as possible.
For as many cases as possible, the filtered list of records should contain all sufficiently similar
records; the number of missing similar records should be as low as possible. Additionally, this
list should be as short as possible, i.e., the number of incorrect matches that are unnecessarily
compared to the query record should be as low as possible. As mentioned above, we refer to the
filter criterion as query plan. The main focus of this chapter is how to select the best plan.

We propose two different query planning methods and compare them in Figure 5.1:

— Static planning: In the static planning approach, we first gather statistics about the data
and generate a set of query plan templates (i.e., combinations of attributes in disjunctive
normal form, see below for details). We optimize each query plan template’s thresholds
and handle the trade-off between result completeness and execution cost. We select the
overall best query plan based on these criteria. This static query plan is determined in
advance as a good choice for an average query and is used for all queries.

Static planning has the advantage of no additional preparation cost at query time as
the pre-determined plan can immediately be parameterized with the search record and
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executed. However, the plan may not be the best choice for all queries and can have a
large variance in query runtime. In particular, query values that occur very frequently in
the database can lead to a very long query runtime, which may be unacceptable. Static
planning is the topic of Sections 5.2 and 5.3.

— Query-specific planning: For query-specific planning, we prepare some statistics about
the data at compile time, similar to the static planning approach. At query time, for each
query we first select the best query plan template. In the next step, we optimize the query
plan thresholds to maximize completeness. We then execute the resulting query-specific
plan.

Query-specific planning requires optimizations of templates and thresholds and thus more
calculations at query time. On the other hand, by analyzing the attribute values in the
query, we can better adjust the plan to the requirements of individual queries. For very
frequent query values, higher similarity thresholds can be selected, resulting in a more
strict query plan (than the average query plan). Vice versa, for very rare query values,
we can be less strict and apply lower thresholds so that we better exploit the allowed
cost range (and possibly improve completeness of the results). Query-specific planning is
discussed in Sections 5.4 to 5.6.

5.1.2 Definitions

In Section 3.1.1, we have defined base similarity measures (Definition 3.1) and composed simi-
larity measures (Definition 3.2) as the basis of our similarity search problem. For the algorithms
discussed in this chapter, the composed similarity measure must be monotonous (Definition 3.3).
As in the previous chapters, we refer to the universe of possible records as U, the given record
set as R C U, and the query record as q € U.

Definition 5.2 (Predicate). A base similarity measure predicate simgq(q,7) > 0, covers all
records r € R for which the similarity to the query record q € U calculated with the base similarity
measure simg is at least 0,. In the following, we abbreviate this predicate to a > 0, and refer
to base similarity measure predicates as (attribute) predicates.

Definition 5.3 (Query Plan). A query plan is a combination of predicates with the logical
operators conjunction and disjunction in disjunctive normal form (DNF). A query plan p covers
all records r € R for which there is at least one conjunction ¢ in p where r is covered by all
predicates in c.

Query plans are in DNF, since this form is popular [Bilenko et al., 2006,
Chaudhuri et al., 2007] as well as easy to understand and modify. Note that all logical
combinations of attributes can be expressed in DNF. A query plan combines N attribute
predicates and has the form:

\/ /\ a; Z eai

with 1 <4 < N,Vi: 0 <6, <1. For clarification, we note that our query plan is a technical
means for efficient execution of queries and is not to be defined by a user.

An example for a query plan that covers all records with similar FirstName and Zip or
LastName and BirthDate is the following:

(FirstName > 0.9 A Zip > 1.0) V (LastName > 0.8 A BirthDate > 0.85)

Definition 5.4 (Query Plan Template). A query plan template is a query plan with unspecified
thresholds for its predicates.
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As default threshold assignment of a query plan template, we set all thresholds to 1.0, i. e., we
perform an exact search on all attributes. We use this default assignment in our query-specific
planning approach to select a good template before optimizing the thresholds.

To evaluate query plans, we define different performance metrics.

Definition 5.5 (Completeness). The completeness (comp) of a query plan p is the proportion
of records r € R with simowveraii(q,7) > Ooveran that are covered by p.

Our goal is to find as many sufficiently similar records as possible. The definition of com-
pleteness resembles the common definition of the recall measure; because of the usual usage of
recall for evaluation purposes, we prefer the term completeness as a property of the internally
used query plans.

Definition 5.6 (Cost). The cost of a query plan p for a query q is the number of records in R
that are covered by p.

For each covered record, an expensive calculation of its overall similarity to the query record
is required. To limit query execution time, cost must be less than or equal to a cost threshold;
only query plans that fulfill this property are valid plans. The cost threshold is specified by the
user in advance.

In this chapter, we describe approaches to the following problems:

e Given a set of records and a cost limit, the static planning problem is to determine the
query plan that maximizes average completeness where the average cost are below the cost
limit.

e Given a set of records, a query, and a query-specific cost limit, the query-specific planning
problem is to determine the query plan that maximizes completeness where the cost are
below the query-specific cost limit.

5.2 Static Query Planing

In this section, we present an approach for selecting a static query plan, i.e., a query plan that
is used for all queries. We begin the section with a description of how to evaluate a query plan.
We show how to estimate completeness and cost of a query plan in Sections 5.2.1 and 5.2.2.
After that, we propose an algorithm to find the best static query plan in Section 5.2.3. We
discuss evaluation results of this approach in Section 5.3.

5.2.1 Completeness Estimation for Static Planning

For a given query plan, we need to estimate how complete the results will be. As given in
Definition 5.5, completeness of a query plan is the proportion of correct result records that are
covered by the plan. Completeness is thus the probability that a correct result to a query will
be found with the query plan.

We estimate the completeness of a query plan as the proportion of query /result record pairs
from a set of positive training record pairs that are covered by the plan. In the following, we
describe how to gather training data and estimate completeness with it.
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Gathering Training Data

To estimate the completeness a query plan, we need a set T C U x U of positive training
examples for query/result record pairs. There are two main options to gather training data:
(1) We have a (preferably large) set of queries with correct answers. (2) We use virtual training
data.

— (1) Real training data: In our use case, we have a set of 2 million queries, some of them
with results manually labeled as correct. This is the ideal situation, where we can rely on
a manually labeled set of query/result record pairs.

— (2) Virtual training data: The first case relies on manually determining sets of
query/result record pairs. Since this is often a costly task, one can also create virtual
training data. For one training instance, our only concern is whether the overall similarity
measure judges that the instance is relevant based on its base similarity values. Thus,
we can make up base similarity values (without creating a real query/result pair). We
can determine whether these base similarity values would lead to a correct match (if the
composed similarity measure computes an overall similarity value above 8oyerair). If yes,
we have created a positive training instance without the need for real training data. We
leave for future work the definition of an algorithm that automatically generates a set of
training instances covering a large variety of the threshold combinations that result in high
overall similarity. Inspiring work comes from the domain of learning logical expressions in
DNF with membership-query algorithms [Jackson, 1997].

Estimation

With positive training instances 7' C U x U at hand, we can estimate completeness of a query
plan p. The function covers,(g,r) evaluates to true iff the pair (¢,7) € U x U is covered by p
(i.e., if the query plan predicates are fulfilled).

_ H(g,r) €T | coversy(g,r)}|
T

comp(p) (5.1)

Our basic algorithm to calculate comp(p) for given p and T is very simple: We iterate
over the list T and count all query/result record pairs that are covered by p. Since there is a
potentially large amount of base similarity value combinations that are evaluated quite often
during the query plan selection process, we speed up the basic algorithm with a more efficient
data structure: For each distinct base similarity value combination, we save its count, thus
eliminating all “duplicate” combinations. In addition, we further reduce the number of value
combinations by rounding to two decimal places. Distinct combinations with the same rounded
combinations are accumulated. In our use case, we can reduce the amount of value combinations
to be checked from 2.0m to 4.4k (a reduction rate of 99.8 %).

5.2.2 Cost Estimation for Static Planning

The second evaluation criterion for query plans is the involved cost, i.e., the amount of records
covered by the plan (according to Definition 5.6). To estimate cost of a static query plan, we
need determine how many result records we can expect to be covered on average when applying
a query plan to the entire data set.

For cost estimation we do not need training data, because we only exploit information from
the distribution of attribute values in the complete record set R. A naive approach to estimate
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cost of a static query plan would be to sample a set S C R of records, exactly determine the
cost for this sample by comparing each record in S to each record in R, and then average the
determined cost. In our use case, comparing one record to all other records would take several
hours. As we need to analyze a large set of query plans during the query plan optimization
phase, we need a more efficient procedure. Thus, we precalculate attribute similarity histograms
to quickly estimate the cost of attribute predicates as parts of query plans.

In the following, we first describe how we create similarity histograms for determining the
amount of similar records regarding one attribute. After that, we explain how to combine
attribute cost to derive an estimation of the cost of query plans involving multiple attributes.

Similarity Histograms

We want to estimate the cardinality of the predicate a > 6,, i.e., how many records in our
database have at least a similarity of 6, regarding the attribute a with respect to a random
query? To derive an estimation of a static query plan, this estimation needs to be independent
of specific values.

We first create a similarity histogram for several values of the attribute. For each analyzed
value, we calculate the similarity to all other values of the attribute. Figure 5.2 shows a similarity
histogram for the last name “Lange”. A reading example is: for LastName > 0.9, there are
172,000 records with a last name with minimum similarity 0.9 to “Lange”. The solid line is the
cumulated number of similar values up to a total of 66m records with a similarity of at least
Zero.

100,000,000
10,000,000
1,000,000
100,000
10,000
1,000

100

- 10

+ g

1 09 08 07 06 05 04 03 02 01 O
Similarity to query value "Lange"

Record count

=&—Records r with similarity above 6 + Records r with exact similarity 6
sim("Lange", LastName(r)) > 6 sim("Lange", LastName(r)) = 6

Figure 5.2: Similarity histogram for attribute LastName for value “Lange”

We then calculate the average of the created similarity histograms. For each possible simi-
larity threshold, we average the measured numbers of records with similar values. The resulting
similarity histograms for our attributes are shown in Figure 5.3. For the attributes FirstName,
LastName, and City, we can see rather smooth curves. The curves for BirthDate and Zip are
stepped, because all values have an equal length, and only few errors can occur. These curves
allow estimations such as “for FirstName > 0.7, we can expect 500k records with similar values,
on average”.
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Figure 5.3: Average similarity histograms for all attributes

A question that remains to be answered is how to choose appropriate sample values to create
these histograms. In general, we recommend using a set of randomly chosen values. For a worst
case estimation of the cost, it may make sense to include more frequent values in the sample
set. More frequent values will themselves lead to higher cost and also have more similar values
(as we empirically validated). Regarding the sample size, we empirically determined that a set
of 100 randomly chosen elements is sufficient in our use case (for a population of 66m elements,
a confidence interval of £10 %, and a probability of 95 %, 96 elements are necessary).

Combining Attribute Estimations

Using the similarity histograms, we are now able to estimate the cardinality of a complete query
plan. In a nutshell, we estimate the cost of a query plan p for a random query ¢ € U by
estimating the probability that a randomly chosen element r € R is covered by p. We multiply
the probability with the cardinality of the complete record set to determine expected average
cost:

cost(p) = |R| - P(covers,(q,r) | ¢ € U,r € R) (5.2)

By calculating cost using probabilities, we are able to easily handle conjunctions and disjunctions
in the query plans with probability theory.

In the following, we abbreviate the probability that a randomly chosen element r € R is
covered by an attribute predicate a > 0, in P(covers,>e,(q,7) | ¢ € U,r € R) as P(a > 0,) and
any conjunctions and disjunctions accordingly.

We first estimate the probability that an element is in the set of records determined with a
conjunction, such as LastName > 0.9 A City > 0.95. For two attributes a and b with thresholds
0, and 0, we want to estimate the probability P(a > 6, Ab > 6,). To resolve the joint
probability, we distinguish between attributes that are statistically dependent or independent,
for ease of calculation. (We would theoretically be able to calculate all joint distributions;
however, this would consume a significant amount of time and space.) In our case, we observe
that City and Zip are dependent and that each attribute is dependent on itself (this is relevant
if a conjunction contains several predicates on the same attribute); all other attributes are
independent from each other. If dependent attributes are not known in advance, these can be
determined with statistical independence tests such as the y?-test. To estimate joint probabilities
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of dependent attributes, we assume the worst case: the two predicates completely overlap, i.e.,
the records covered by one predicate are completely covered by the second predicate. Thus,
we estimate the probability of the predicates’ conjunction as the minimum of the probabilities
of two predicates (and accordingly for three or more overlapping predicates). For statistically
independent attributes, we simply calculate the product of the predicate probabilities. Thus,
for two predicates we have:

P(a>0,)P(b > 0) if ¢ and b are independent

min(P(a > 0,), P(b > 6,)) else (5.3)

P(azea/\bzeb):{

For more than two attributes, we accordingly resolve joint probabilities of statistically de-
pendent attributes and then calculate the product of the remaining predicate probabilities of
independent attributes.

With the similarity histograms, we can estimate the individual predicate probabilities as:

{reR|a>06.})|

Plaz 0) = A

(5.4)

Note that the randomness regarding queries is already covered by the attribute cost estimations.
As described above, for each attribute we selected several values from R as example queries and
averaged their actual cost.

In a final step, we estimate the probability of a disjunction of conjunctions. For the union
of two sets, we calculate the cardinality as the sum of the cardinalities of the two sets less the
intersection of them. The same applies for probabilities. For example, we want to estimate
P(a >0,V b>0,) and have:

P(a>0,Vb>0,) = Pla>0,) + P(b>0,) — Pla> 0, Ab> ) (5.5)

The remaining probabilities contain only conjunctions and can be estimated as described
above. For the general case of n conjunctions ¢; in the disjunction \/!_, ¢;, the principle of
inclusion and exclusion gives us:

P <\/ ci> => (-p=t >y P (/\ ct> (5.6)
i=1 k=1 TC‘{Tll,;.én}, teT

With this approach we can estimate the cost of any query plan in DNF.

5.2.3 Query Plan Optimization

Based on the performance metrics defined in the previous sections, we define an algorithm for
finding the best query plan, i. e., the plan with highest completeness below a given cost threshold.
We iterate over the set of all possible query plan templates (we consider 210 templates in our use
case, see Section 5.3) and then optimize thresholds for each template. We thus have one optimal
query plan per query plan template. From these query plans, we simply select the overall best
query plan.

In the remainder of this section, we discuss the problem of optimizing the thresholds of
one query plan template. For a given query template containing n attribute predicates, each
attribute predicate’s threshold can be set to one of v values. Thus, the complexity of a complete
search is O(v™), i.e., exponential in terms of attribute predicates. For example, for 6 attribute
predicates, each with 101 possible threshold values (0.00 to 1.00), there are 101¢ ~ 1 trillion
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possible query plans. As we need to calculate both completeness and cost for each plan to be
analyzed, this large set of possible plans is infeasible to be analyzed completely; a more efficient
algorithm is required.

We begin this section with observations regarding the distributions of completeness and cost
and then discuss algorithms for exact and approximative optimization of query plans.

Observations

To better understand the problem space, we first analyze the distribution of completeness and
cost. For the exemplary query plan template

FirstName > Ofirstname A LastName > 0| astName

we evaluated all possible query plans, i.e., all possible threshold values with two decimal points
for OrirstName and OLastname. We show the resulting cost distribution in Figure 5.4a and the
completeness distribution in Figure 5.4b.

In the cost distribution diagram, we can see that query plans with lower thresholds have
higher cost. This is not surprising, as lower thresholds result in at least as many or more
covered records as a higher threshold. For decreasing thresholds, we observe that cost grows
exponentially. We can especially see that only few query plans in the upper right corner have
acceptable cost; as we show in Section 5.3, more complex plans with disjunctions of conjunctions
in the query plan templates achieve better results (i. e., higher completeness with lower cost).

The distribution of completeness shows that lower thresholds result in higher completeness.
While this insight is also not surprising, the growth of completeness is quite different from the
cost distribution. Already with the highest thresholds (i.e., only exact matches are found), we
can cover the vast majority of the 2m training query/result record pairs. The increase in found
matches is high for higher thresholds, but for lower thresholds, the increase dwindles. This
confirms our intuition: the last percentages of completeness (recall) are the most difficult to
resolve.

The monotonicity observations can be generalized for any combination of similarity mea-
sures. Any query plan with thresholds (6,,6,) has at least the cost and the completeness
of any query plan with thresholds (0,,6,/) with 6, < 6, or ,, < 6,. Note that Chaud-
huri et al. make similar observations and also exploit the monotonicity property in their algo-
rithm [Chaudhuri et al., 2007]. In our case we do not know completeness and cost of the query
plans in advance, so we solve a different problem with an entirely different approach.

From the cost distribution diagram (Figure 5.4a), we can derive the space of all valid query
plans, i.e., all plans with cost at most as high as the predefined cost threshold C. For the
two-dimensional case, we can think of a line that separates all valid query plans from the invalid
ones — the valid query plan separation line; in the general case, we have a separation hyperplane.
From the monotonicity observations, we can infer that such a line always exists and that we
can ignore any combinations below this line. Thus, we consider only the combinations above
this line without discarding valid combinations. In our algorithms described in the following,
reaching this line will be regarded as stopping criterion.

Top Neighborhood Algorithm

An described above, an algorithm that analyzes all possible query plans for a query plan template
is infeasible. Keep in mind that we do not know completeness and cost for any query plan in
advance. We need an algorithm that efficiently navigates through the solution space: The
algorithm should only evaluate as few query plans as possible and determine an overall good
solution.
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To solve the problem, we present the top neighborhood algorithm, shown as Algorithm 5.1.
The general idea of the algorithm is to start with the plan with highest thresholds (in our case,
all thresholds are set to 1, which corresponds to the top-right corner of Figures 5.4a and 5.4b),
then follow promising plans in its neighborhood (the top plans), until we reach the valid query
plan separation line. The result is then the plan with highest completeness (and lowest cost,
respectively) found so far. In the following, we describe the algorithm in greater detail.

The start plan must be the one with highest thresholds, since any other plan for starting
could make it impossible to find the best solution due to our downwards search approach.

We define the neighborhood of a plan to help us navigate the threshold space. A query plan
p has a neighborhood N(p) that contains all query plans that can be constructed by lowering
one threshold of p by one step (e.g., by 0.01). For example, the neighborhood of a plan with
two thresholds 6, and 6, has two elements:

N(a>0,Ab>0,) = {a>0,—00LAb> 0,
a >0, Ab>0,—0.01}

The neighborhood thus defines all possible directions to traverse the solution space given one
query plan. We define the neighborhood only for lower thresholds and thus higher completeness
(and also higher cost), since we traverse the threshold space from higher to lower thresholds.

In each iteration of our algorithm, we have a window W = {q1, ..., g} of n query plans that
are currently regarded. We extend the neighborhood concept to windows by defining the set of
all neighborhood plans for the plans in W as N(W) = [J,cy N(p). We then select a subset of
these plans: the ¢ plans with highest completeness (and lowest cost, if there are several plans
with equal completeness; if there are more than ¢ eligible plans, a random selection is made).
We call this set the top t neighborhood Ty(W'). Only plans with cost below the cost threshold C
are contained in this set.

The cost threshold C' also determines the stopping criterion of our algorithm. If the top t
neighborhood contains only plans with cost above C', then the algorithm terminates and returns
the best plan found so far. Otherwise, the algorithm continues with a new iteration by setting
W :=Ty(W) (¢ is thus also the maximum window size).

Note that the algorithm is optimal regarding the number of times a query plan is evaluated.
In each iteration, the window contains only plans with the same amount of applied threshold
lowering steps (compared to the initial plan). Since the union of the generated plans is calculated
before evaluating them, no query plans are evaluated more than once.

In Figure 5.5, we illustrate one iteration of the algorithm by means of an exemplary query plan
template with two thresholds. Note that the illustration is similar to the measured completeness
distribution in Figure 5.4b. The diagram shows the search space of all valid plans, i.e., all plans
with acceptable cost (which we do not know in advance). The current window consists of two
plans. The neighborhood of the window contains three plans, two of which (with comp=38)
are selected as the top 2 neighborhood and thus form the new window for the next iteration.
The neighborhood of the new window then contains three plans with comp € {40,42,46}, from
which the two plans with highest completeness are selected as the top 2 neighborhood for the
next iteration. After three more iterations, the algorithm finally reaches the valid query plan
separation line and returns the seen valid plan with highest completeness (comp=62).

Exact algorithm. The parameter ¢ allows us to turn the approximative top neighborhood
algorithm into an exact algorithm for finding the optimal query plan. By setting t = co, we do
not limit the window size and thus evaluate all valid query plans. Still, we avoid the evaluation
of a number of query plans: those with cost above C. Regarding the search space coverage,
this exact algorithm is thus a better approach than a brute force search over all possible query
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Algorithm 5.1 Top Neighborhood Algorithm

Input: cost threshold C, template ¢, top neighborhood size w
Output: plan p,.s with optimized thresholds
1: Pres : =€
2: maxC :=0
3: W := set of plans, initially contains only the plan built from ¢ where all thresholds are set
to 1

4: while true do

5 R:=Upew N(p)

6: W:=10

7. for each p € R do

8: if cost(p) < C then

9: W =W u{p}

10: if comp(p) > maxC then
11: maxC := comp(p)
12: Pres *= D

13:  if W =0 then

14: break

15: W := set of w plans from W with highest completeness
16: return p,es

plans. A disadvantage is the higher memory requirement, since all evaluated query plans of an
iteration need to be kept in memory.

Complexity. The complexity of the top neighborhood algorithm depends on the number of
necessary iterations as well as the number of generated query plans per iteration. A worst case
estimation for the number of necessary iterations assumes that all thresholds need to be lowered
to their lowest possible value. The number of iterations is thus limited by the number of all
possible thresholds of all predicates of the query plan template. The number of generated plans
per iteration is determined by the top neighborhood size (and thus maximum window size) t and
the number of predicates in the query plan template (for which one threshold can be lowered in
an iteration). Thus, the complexity of the top neighborhood algorithm is linear in the following
parameters:

e the number of predicates in the query plan template
e the number of possible thresholds of all predicates
e the top neighborhood size ¢

This gives the following worst case estimation (where A is the set of predicates in the query plan

template):
o( (3 o)1)
a€A

If we set t = oo, then all possible threshold combinations are evaluated. With
|Om| = max,ea(|©,]) the worst case estimation shows an exponential complexity regarding
the number of predicates:

O (10m]14)
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Figure 5.5: Application of top neighborhood algorithm to exemplary completeness estimations
(in percent) for two thresholds fx, fy in a query plan template

5.3 Evaluation of Static Query Planning

In this section, we discuss evaluation results of the static query planning approach, and in par-
ticular of the cost estimation model as well as the top neighborhood algorithm. In Section 5.6,
we empirically compare the static query planning approach with our approach for query-specific
planning. We evaluate our approach on the real-world data set from Schufa described in Sec-
tion 3.3.1.

Evaluation of Cost Estimation

To analyze the quality of our cost estimation model, we compare estimated and observed costs
for a set of query plans templates. We generated all query plan templates with one or two
disjunctions of conjunctions that involve two or three attributes each. We required the conjunc-
tions to contain different sets of attributes, while overlapping of attributes in the conjunctions
was allowed. Overall, we analyzed 210 query plan templates.

We randomly selected 100 queries as test objects. For these queries, we count the exact
number of records with the values given in the query using an inverted index. With this method,
we can count exact matches (i.e., all similarity thresholds in the query plans are set to 1.00).
This allows the evaluation of the quality of the probability model. (For the quality of the
similarity histograms, we rely on statistical guarantees that we have enough training examples
for calculating average frequencies.)

In Figure 5.6, we show estimated and average observed costs for the analyzed query plans.
Optimal estimations would result in points arranged at a diagonal line with y = x (shown
as model line in the graph). We observe that our estimations are quite close to the observed
frequencies for all considered plans. Our cost model, albeit not perfectly accurate, seems to be
a good estimator for average cost of different static query plans. In Section 5.6.2, we show an
additional evaluation of our cost model and see that estimating cost for individual queries (as
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Figure 5.6: Comparison of observed and estimated frequencies for the 210 generated query plans.
Example: For the query plan BirthDate > 1 A City > 1, our estimation is 22 records, and the
observed average frequency is 25 records.

needed for query-specific planning) is a much more difficult task than estimating the average
cost (as needed for static planning).

Evaluation of Top Neighborhood Algorithm

To evaluate the top neighborhood algorithm, we analyzed the behavior of the algorithm on our
data set with 2 million (correct) query/result record pairs. We ran the algorithm for three
randomly selected query plan templates with different numbers of predicates and varied the
parameter t. Table 5.1 shows the results. For comparison, the first line of each table shows the
results for exact matching (i. e., all thresholds are set to 1) as baseline, and the last line contains
the result of the exact version of our algorithm (with ¢ = co0). We refer to the result of the
exact algorithm as the optimal plan, since no better plan can be found with the given query
plan template.

For all analyzed templates, a small value for ¢ is already sufficient to find a plan with near-
optimal completeness (matches are missing only for a few of the 2m queries). For all analyzed
values of ¢, we can see a significant improvement over the baseline results for exact matching.
In general, a larger value for ¢ results in larger completeness. The numbers of evaluated query
plans also confirm the linearity of the algorithm regarding ¢ and the query template complexity
(i. e., the number of predicates as well as the number of thresholds per predicate; this cannot be
distinguished in this experiment).

With growing query plan templates (i.e., more predicates), the results become more com-
plete, since the template is more expressive. In general, the thresholds of a more complex
predicate are higher in order to satisfy the cost constraint.

The more complex the query plan, the larger the number of saved query plan evaluations:
for the template with six predicates (Table 5.1c), we consider only less than a percent of the
valid query plans. For all templates, we only evaluate a fraction of all possible plans. Even the
exact version of our algorithm with unlimited ¢ considers only 16 % of the possible plans for the
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t Evaluated  Fraction of Fraction of | Completeness
query plans valid plans all plans
Baseline | 1 (all thresholds set to 1) 0.310 % 0.049 % 93.1599 %
5 173 53.560 % 8.543 % 98.7725 %
10 276 85.449 % 13.630 % 99.0643 %
20 323 100.000 % 15.951 % 99.0643 %
00 323 100.000 % 15.951 % 99.0643 %

(a) Results for query plan template with two predicates (A A B).
possible query plans is 2,025.

The number of

t Evaluated  Fraction of Fraction of | Completeness
query plans valid plans all plans
Baseline | 1 (all thresholds set to 1) 0.004 % 0.000 % | 99.3322 %
5 573 2.438 % 0.171 % 99.9154 %
10 818 3.480 % 0.245 % 99.9619 %
20 1,802 7.666 % 0.539 % 99.9604 %
50 5,364 22.819 % 1.605 % 99.9826 %
100 9,399 39.984 % 2.813 % 99.9861 %
200 16,825 71.574 % 5.036 % 99.9880 %
00 ‘ 23,507  100.000 % 7.035 % ‘ 99.9905 %

(b) Results for query plan template with four predicates ((A A B) V (C' A D)). The
number of possible query plans is 334,125.

t Evaluated  Fraction of Fraction of | Completeness
query plans valid plans all plans
Baseline | 1 (all thresholds set to 1) 0.000 % 0.000 % 99.3633 %
5 1,335 0.033 % 0.000 % 99.9275 %
10 2,657 0.065 % 0.000 % 99.9786 %
20 5,007 0.122 % 0.001 % 99.9786 %
50 11,440 0.280 % 0.002 % 99.9845 %
100 20,672 0.505 % 0.003 % 99.9892 %
200 37,141 0.908 % 0.005 % 99.9936 %
00 ‘ 4,092,574  100.000 % 0.605 % \ 99.9994 %

(¢) Results for query plan template with siz predicates ((AAB)V(CAD)V(EAF)).
The number of possible query plans is 676,603,125.

Table 5.1: Evaluation results of top neighborhood algorithm for different query plan templates
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small template and 0.6 % for the large template. For the large template and ¢ = 200, still only
less than a ten thousandth of all possible plans have been evaluated.

To summarize, the results show that the top neighborhood algorithm determines a near-
optimal plan while evaluating only a fraction of the possible query plans. We have measured
similar results for other query plan templates.

Evaluation of Static Query Planning

We also ran an experiment on the complete data set with the best static query plan, which is
selected to perform well on average. To determine the best static query plan for our data set, we
used the set of query plan templates from the cost model experiment. This set contains all query
plan templates with one or two disjunctions of conjunctions that involve two or three attributes
each. We required the conjunctions to contain different sets of attributes, while overlapping of
attributes in the conjunctions was allowed. For each of the 210 query plan templates, we ran our
top neighborhood algorithm with ¢ = 100 (a window size that results in acceptable runtime of
our algorithm) and C' = 1000 (a cost threshold that is acceptable for our use case). We selected
the overall best query plan for this experiment.

As test queries, we randomly selected 50,000 queries from our test data set. We ran these
queries with different search settings and show the results in Table 5.2.

Search setting ‘ Completeness ‘ Cost

(1) Exact search with all attributes | 87.28 % | 0.8

(2) Exact search with overall best query plan ‘ 99.47 % ‘ 37.8

(3) Optimized similarity search with overall 99.98 % | 551.7
best query plan

(4) No filtering | 100.00 % | 66m

Table 5.2: Search performance of different search settings

The first line shows a baseline result when searching for only those records where all attribute
values of the query exactly match the values in the record. This shows that 87 % of the queries
are “easy” to answer, since the corresponding correct matches in the record set do not contain
any differences to the query. The cost for queries with this search settings are quite low, since
there is usually at most one such exactly matching record.

We then tried to answer the same set of queries with the query plan that was produced
by our top neighborhood algorithm. We first did an exact search with this plan (Line 2 in
Table 5.2). In comparison to the first search setting where all attribute values were required to
exactly match, the optimized plan only requires that one of two conjunctions (of two attributes
each) match. The result shows that the majority of the remaining records can be found with
this setting, but that the average cost are also higher for this setting (again compared to search
setting (1)).

By applying the top neighborhood algorithm, we optimized the thresholds of the query plan.
We use these threshold in search setting (3). Line 3 in Table 5.2 shows that we achieve even
better results than for the previous search setting. The completeness is near 100 %. As already
pointed out, the last couple of records are the most difficult to find. This query plan thus has
higher cost, but they are still below the cost threshold of C' = 1000.

For comparison, we also show that comparing the query to each record in our data set



5.4. Template Selection for Query-specific Planning 65

(Line 4 in Table 5.2) would result in perfect completeness, but also in cost of 66m, which is
clearly infeasible.

In the next sections, we propose a method for query-specific planning that is able to even
better exploit the cost limit per query and that often achieves better completeness results (cf. Sec-
tion 5.6.2).

5.4 Template Selection for Query-specific Planning

In Section 5.2, we have introduced a method for static planning where the query plan is used
for all queries. In this and the following section, we present an extended method that selects
a query plan individually for each query. By analyzing the attribute values in the query, we
can better adjust the used attributes and thresholds to the requirements of individual queries.
Completeness can be optimized by leaving out probably erroneous attributes from the template,
and thresholds can be selected to keep cost within a query-specific cost limit. However, these
advantages come at the expense of higher query preparation cost at query time.

The query-specific planning process consists of two steps: (a) selecting a query plan template
(this section) and (b) selecting thresholds for the template (Section 5.5). We evaluate the query-
specific planning approach and show a comparison with the static approach in Section 5.6.

Why does it make sense to determine the best template first? First and foremost, the
template defines the structure of the query plan and is more important for the search than its
thresholds. The template expresses which attributes are restricted, i.e., which attribute values
from the result record must match the query values. Our goal is to find a template where
most errors in the query are made in the non-restricted attributes. The next step is then to
carefully lower the thresholds, so that all remaining (hopefully few) errors in the template’s
attributes are also covered. Our evaluation results in Section 5.6.2 confirm that in our use
case most queries can be answered with a well-selected template, while the plans (with lower
thresholds) are required for answering the remaining (small) fraction of queries (cf. Figure 5.10a
on page 75). In addition, as our optimization algorithm is run with each query, it must be
very fast, so that overall query runtime is not significantly affected. The solution space of
possible templates is considerably smaller than for query plans (only attribute combinations are
considered; thresholds are ignored). Thus, optimizing thresholds for only the best template saves
a considerable amount of time. Lastly, in some use cases, our proposed algorithm for template
selection already determines a very good solution. In particular, when the queries contain only
few errors (i.e., there are several attributes that exactly match the correct record), then there
is no need for lowering thresholds at all (not even similarity indexes are required). In these
cases, our template optimization approach described in this section is sufficient, and only exact
indexes on the occurrences of attribute values need to be created.

We describe how to evaluate completeness and cost of a conjunction of attributes as part of
a query plan template in Sections 5.4.1 and 5.4.2. For combining the conjunction estimations
into DNF estimations for the complete plan, we refer to the previous Section 5.2.2. Based on
these estimations, we describe our algorithm for template selection in Section 5.4.3.

5.4.1 Completeness Estimation for Template Selection

Evaluating the completeness of a query plan means predicting which attributes of a query
match the correct result record. An intuition to tackle this problem is that the frequency
of values has a strong influence on the errors that are made. Psycholinguistic studies
showed that high-frequency words are more likely to be spelled correctly than low-frequency-
words [MacKay and Abrams, 1998, Stemberger and MacWhinney, 1986], because the corre-
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sponding paths in the brain have been activated much more often (and vice versa for low-
frequency words) [Burke et al., 1991].

If an attribute value in the query occurs frequently in the database, then we can be quite sure
that it is spelled correctly (an observation also exploited in a spelling correction algorithm by
Google [Whitelaw et al., 2009]). The corresponding attribute thus might be a good candidate
to include in the template, because inclusion means that the attribute values must match. For
query values that we find only rarely in the database, there is a higher probability that they
contain errors — e. g., because they are misspelled versions of actually frequent values or because
someone did not know and thus misspelled a rare value. Thus, it should not be part of the
restricting attributes in a template.

As an example, Figure 5.7 shows the completeness of two templates containing exactly one
attribute each. The results are calculated for a set of 1000 randomly selected queries from our
person data use case. The figure shows completeness values for different frequency ranges for
the respective attributes. We can see that the completeness values for both templates increase
with the according frequency (confirming previous studies on the correlation of frequencies and
spelling errors [MacKay and Abrams, 1998, Stemberger and MacWhinney, 1986]). Note that
our approach contains no hard-wired formulas, but rather exploits any relationship between
frequency and completeness that is contained in the training data — even if this relationship
contradicts our initial intuition.

Because frequencies of values indicate the probability of contained errors, we use value fre-
quencies to determine a template’s completeness. We formalize the problem as a regression task:
Given the frequencies of the attribute values of a query ¢ and a query plan template ¢, predict
comp(t, q).

Our approach is to partition the training data using the given frequencies. We then calculate
the completeness value in each partition for each query plan template. We generate the best
partitioning using a tree learning algorithm that we define in the following and that is inspired by
the C4.5 algorithm for decision tree learning [Quinlan, 1993]. For a given query and conjunction,
the idea is then to estimate the completeness from those training queries that have similarly
frequent attribute values.

We call the resulting regression tree a completeness tree. The tree consists of decision nodes
and regression values in the leaves. In our case, a decision node refers to an attribute frequency,
e.g., f(FirstName) < 1000. As prediction value, a leaf contains the completeness regarding the
data partition that is defined by the path of all decision nodes from the root to the leaf. The leaf
contains a completeness array, i. e., a list of completeness estimations for all subsets of attributes.
We show an example in Figure 5.8. The root node is a decision node with f(FirstName) < 1000.
For any query with rare values for FirstName, we reach a leaf node. The value 0.75 in the leaf
node’s completeness array means that 75 % of all training queries with f(FirstName) < 1000

1
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Figure 5.7: Completeness of templates consisting of only one attribute each, grouped by fre-
quency of the respective attribute
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Figure 5.8: Completeness tree example for the two attributes FirstName and LastName. Leaves
show completeness arrays for the templates FirstName, LastName, and FirstName A LastName (in
this order).

are covered by the template FirstName; similarly, 80 % are covered by LastName, and 70 % are
covered by FirstName A LastName.

The algorithm for creating the completeness tree is shown as Algorithm 5.2. The tree is
created top-down, starting with the root node. To determine the best decision node for the root
node, every possible attribute frequency is evaluated. The best node is the one with lowest sum
of squared errors (SSE) between predicted and actual value. The remaining nodes are created
with a greedy algorithm. The locally best node is fixed and the algorithm is applied recursively
to the left and right child nodes. A node is not further split if the number of remaining training
instances |T'| falls below a threshold Ty, or if the prediction error cannot be decreased.

The SSE calculation is shown in Line 7. For a conjunction ¢ and a training data set T', we
determine the estimation error for the predicted completeness. The predicted completeness pr
is calculated as the fraction of training queries in T' covered by c; this number is returned by
m(T,c). For these covered instances, the correct value is 1 (as they have been matched); thus,
the squared error for the predicted value is (1 — pr)2. For the instances that have not been
matched, the correct value is 0, and we have a squared error of pr2.

In our setting, we have a multi-label regression problem, i.e., we want to predict several
values (the completeness of all possible attribute conjunctions) at the same time. We solve this
problem by creating only one regression tree with the following properties. Our optimization
criterion is the sum of SSE of all conjunctions, since our goal is to reduce the average error
over all conjunctions. We do not weight the SSE of individual conjunctions as we have no
indication of which conjunction might be more relevant than another for any query. Note
that if we had created one tree for each conjunction, the predicted values would have referred
to different partitions in the data, preventing us from combining the values for calculating
disjunction completeness later on.

The completeness of an attribute conjunction for a given query is determined by traversing
the completeness tree with the frequencies of the query values from the root node to a leaf node.
The result is the predicted completeness value for the conjunction stored in the determined leaf
node.

After having described how to estimate completeness of conjunctions, we now only need
to combine the results into an overall estimation of a template in DNF. For this purpose,
completeness estimations can be regarded as probabilities, similar to our cost estimations. For
cost, we modeled this explicitly (see Sections 5.2.2 and 5.4.2). For completeness, the fraction
of covered correct query/result record pairs can be interpreted as the probability that a plan
covers a result record. Thus, we can use the same combination method for both approaches. In
Section 5.2.2, we have already presented a method based on probability theory that we reuse
here for calculating completeness estimations of templates in DNF.
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Algorithm 5.2 function createNode(T)

Input: set T of training query/result record pairs
Output: split node or leaf node
1. if |T| < Tynin then
2:  return leaf node with data T
3: sp < null
4: By + estimation error (SSE) on T
5. for each attribute a do
6
7

for each distinct frequency f of any value of a do // evaluate split point (a, f)
Eur+ Y m(T,c)(1—pr)?+ (|T| — m(T,c))pr* where pr + %
cEconj
8: if Eq ¢ < Epin then
9: sp < (a, f)
10: Erin <+ Eq f

11: if sp = null then

12:  return leaf node with data T

13: else

14:  IC < createNode({d € T | f(d, sp.a) < sp.f})
15:  rC <« createNode({d € T | f(d,sp.a) > sp.f})
16:  return split node (IC,rC)

5.4.2 Cost Estimation for Template Selection

Cost estimation is performed with the same cost model that we used for estimating cost of static
query plans in Section 5.2.2. We only describe the changes for estimating cost for query-specific
plans.

With knowledge about the query, we can determine the individual predicate probability for
a value v of an attribute a for a given query ¢ precisely as:

{r € R | value of a in r is v|}

Pla>0,) = 7]

(5.7)

In addition, we are able to determine exceptions from the default case regarding the indepen-
dence of the occurrence of attribute values. In Section 5.2.2, we have described how to determine
whether two attributes are statistically dependent or independent. In few cases, there are some
strong deviations from the cost model, especially for the attributes FirstName and LastName.
Specific value combinations of the two attributes frequently co-occur, while the involved values
co-occur significantly less often with other values. For example!, in a database of American per-
sons, Chinese first names (such as Wen and Zhi), frequently co-occur with Chinese last names
(such as Chen and Li), but there are much less co-occurrences with Amercian last names (such
as Smith and Jackson). Because our independence assumption does not hold in these cases, we
determine a small list of very frequently co-occurring attribute values for these two attributes:
We calculate the values where the estimation error of the cost model for dependent attributes is
at most an order of magnitude higher than the estimation error of the default model for inde-
pendent attributes (so that our algorithm tends to select more strict plans). In these exceptional
cases, we regard the attributes as if they were dependent (and vice versa for defaultly dependent
attributes).

1We give a fictitious example to not disclose any real names from the Schufa database.
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Figure 5.9: Conjunction graph for four attributes A, B, C, D

5.4.3 Template Selection Algorithm

Being able to predict cost and completeness of a query plan template, we can now define an
algorithm to determine the best template, i. e., one that maximizes completeness with cost below
the cost limit.

Our algorithm starts with an empty DNF. We iteratively add conjunctions to the DNF, until
no other conjunctions can be added or until a specified number of conjunctions is reached.

For a given query ¢, we first determine all conjunctions that have cost below the cost limit C,
(to fill the first “slot” in the resulting DNF). The power set of conjunctions and its inclusion
relation can be represented as a directed graph G(V, E), where the vertices are the attribute
conjunctions V' = P(attributes) and the edges represent the inclusion property. There is a
directed edge (v1,v2) iff v1 D ve. We call this graph the conjunction graph. Figure 5.9 shows a
representation of a conjunction graph example in the form of a Hasse diagram where ¢ refers to
the empty conjunction.

To efficiently determine the set of valid conjunctions, we apply a backtracking and pruning
approach to the graph. We traverse the conjunction graph from the largest conjunction to the
empty conjunction (in the figure: from bottom to top) with depth-first search. By removing
an attribute from a plan, the plan becomes less restrictive, thus the completeness of the plan
increases, but so does its cost. Beginning with the largest conjunction, we evaluate the conjunc-
tion to test wether it forms a valid plan. If it is valid, we add it to the set of valid conjunctions
and then determine the next conjunction by removing one attribute (i.e., traversing one of the
outgoing edges). If the cost of a conjunction ¢ are too high, then any conjunction ¢* C ¢ is less
strict and has thus equal or even higher cost, so that we can prune the search at this point — we
remove all edges to vertices ¢* C ¢ from the graph.

For example, if A A B in Figure 5.9 turns out to be invalid, then A, B, and & also must
be invalid as they are less strict. In this case and in case there are no more attributes to
remove, the algorithm applies backtracking: We return to the set that included the attribute
that we just removed, and then we try to remove another attribute. This approach allows us to
prune paths in the graph containing only invalid plans as early as possible. Note that an efficient
recursive implementation of this approach does not need to construct the entire graph. However,
it is necessary to store visited vertices as well as unreachable vertices (where we removed all
incoming edges) to prevent unnecessary evaluations of vertices. We show in Algorithm 5.3 a
recursive implementation of the function evaluateTemplate(d, ¢), which evaluates a disjunction
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Algorithm 5.3 function evaluateTemplate(d, ¢)

Input: disjunction d representing current template,
conjunction ¢ to be added to current template
1: if ¢ is empty
or c already visited
or c is subset of any conjunction of d
or c is subset of any invalid result then
return
else if cost(dV ¢) > C, then
add ¢ to invalid results
return
else
add ¢ to valid results
for each attribute a € ¢ do
evaluateTemplate(d, c A\ —a)

d and a conjunction ¢ to determine whether d V ¢ forms a valid plan. Initially, the function is
called with d = ¢ as empty disjunction and the conjunction containing all attributes as c.

We have now determined the set of valid conjunctions for a given query. Each such con-
junction c¢ forms an initial disjunction d = ¢, where one position has been filled. As a template
may contain several conjunctions (up to a pre-defined maximum number of conjunctions), we
continue adding conjunctions. At this point, we have two variants of our algorithm:

— Exact variant: We continue with all valid disjunctions.

— Greedy variant: We continue only with the best valid disjunction (with highest com-
pleteness).

In the following, we describe how to proceed with any selected valid disjunction d. To deter-
mine the next conjunction, we again run the backtracking algorithm on the conjunction graph.
The process is equivalent to a function call to evaluateTemplate(d,c) in Algorithm 5.3 with
d as disjunction and, again, the conjunction containing all attributes as c¢. For each evaluated
conjunction ¢, we now evaluate whether the disjunction d V ¢ is valid, and we can prune the
graph as in the previous step if it is invalid. We add only conjunctions ¢ that are not subsets
of any conjunction in d, as otherwise for d = d’ V ¢* with ¢ C ¢* we have dVc =d Ve, i.e.,
¢ does not fill a position in addition to d; we thus should have already seen the disjunction in
the previous iteration of the algorithm. We repeat this process until all positions of d have been
filled or until there are no more conjunctions left to add.

As aresult, we have determined the best query plan template for a given query. This template
can immediately be executed as a very strict query plan (with all thresholds set to 1.0), or we
can determine the best query plan by optimizing its thresholds as described in the next section.

The worst case runtime of the described algorithm depends on the number of attributes. For
n attributes, there are up to 2™ subsets of attributes that form a conjunction. For a maximum
disjunction length of [, the maximum amount of disjunctions is less than 2™, while the maximum
value for [ is n!. The algorithm runs thus in O(2™'). While this worst-case runtime seems large,
the actual runtime largely depends on the chosen cost limit and the query. Our algorithm allows
early pruning of the search process, so that the number of actually evaluated query plans is much
smaller without missing any valid query plan. With the greedy variant, the number of evaluated
query plans can be further reduced. In Section 5.6.2, we empirically compare the exact and
greedy versions of the algorithm.
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5.5 Threshold Optimization for Query-specific Planning

With the algorithm of the previous section, we can determine a good query plan template for a
given query. Although the template can be interpreted as a very strict query plan that accesses
only inverted indexes, there are many situations where such a plan is not sufficient. Consider
a query that contains a typo in each of its fields. In this case, any query plan that executes
an exact search for each of its attributes cannot find the correct result record in the database.
Thus, as a next step, we extend our solution space to query plans with arbitrary thresholds.

Similar to the previous section, we first discuss how to estimate completeness and cost of a
given query plan with varying thresholds before presenting optimization algorithms to efficiently
traverse the space of possible query plans.

5.5.1 Cost Estimation for Threshold Optimization

To estimate the cost of a query plan for a given query, we construct a similarity histogram for
each attribute. In Section 5.2.2, we introduced similarity histograms for static plans and created
one static histogram for each attribute. For query-specific planning, we create histograms once
for each query and then combine the information from the histograms to estimate the cost of
all query plans that we evaluate for the query.

To construct the query-specific similarity histograms, we use the similarity indexes that we
created for all attributes. For a given value v of an attribute a in the query and for each similarity
threshold 6, from the set of possible thresholds ©,, we determine the number of records in the
database with a value sufficiently similar to v using a query to the similarity index for a.

We store the number of matching records for each similar value directly in the similarity
index; it can also be determined with the inverted index, resulting in more index accesses at
query time. A query may contain a value that has not yet been indexed; in this case, similar
values are calculated at query time. These similarity values can be inserted into the similarity
index to speed up future queries. However, inserting too many spelling variants from queries may
slow down index read performance. When the similarity index should be updated depending on
the distribution of unseen query values is not covered in this thesis.

The individual attribute costs are combined into conjunction and disjunction estimations as
described in Section 5.2.2.

5.5.2 Completeness Estimation for Threshold Optimization

With the help of the completeness tree described in Section 5.4.1, we have estimated the com-
pleteness of templates. A node in the completeness tree refers to a subset of the training queries
that is relevant to a given query. Our estimation of a query plan’s completeness given the query
also refers to this set of queries, thus providing a consistent completeness estimation.

We observe that for a query plan template with n attributes where we have |©,| different
possible similarity thresholds per attribute, there are |©,|™ different combinations of threshold
settings (e.g., for two attributes, we could have (1,1), (1,0.99), ..., (0.99,1), (0.99,0.99), ...).
In our use case with 5 attributes and up to 100 similarity thresholds, iterating over the complete
set of threshold combinations is infeasible. We also observe that the threshold space is quite
sparse. Even in our case with hundreds of thousands of training queries, only a very small
set of about 3,400 distinct threshold combinations actually occur in the data. Thus, instead
of precalculating all completeness values for all conjunctions and all nodes in the completeness
tree, we perform live aggregation at query time.

We exztend the completeness tree by attaching the similarity values of those training
query/result record pairs to the completeness tree nodes that fall into each node’s training
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Algorithm 5.4 Similarity Profile Algorithm

Input: query g, cost threshold Cy, template ¢
Output: plan p,.s with optimized thresholds
1: Pres : =€
2: maxC :=0
3: S := set of similarity threshold combinations from completeness tree for ¢
4: for each s € S do
5. p:= setThresholds(t, s)
6
7
8
9

if cost(p,q) < Cy A comp(p, q) > maxC then
mazxC := comp(p, q)

DPres == P
: return preg

data partition. This is exactly the set of record pairs that we used to calculate the node’s
completeness values for the attribute conjunctions in the templates.

To determine a query plan’s completeness, we work with the node of the completeness tree
that we find by traversing the tree with the given query (the same node that we have determined
for selecting the best template). We iterate over the training queries that were assigned to this
node and sum up the number of matching training queries. To increase aggregation performance,
we store only distinct similarity value combinations for the training query /result record pairs in
the completeness tree nodes. The completeness of a query plan is then the proportion of queries
that are matched by the plan. For a given query, all completeness estimations are consistent, as
they all refer to the same set of training queries. Aggregating these conjunction estimations to
disjunction estimations is performed as described in Section 5.2.2.

5.5.3 Threshold Optimization Algorithms

We are now able to estimate cost and completeness of any query plan for a given query. In the
following, our goal is to optimize the thresholds in the query plan template. We first observe
that traversing the complete threshold space at query time is infeasible, for the same reason that
precalculating cost estimations for all threshold combinations is infeasible. The following two
approximate algorithms both solve the problem, but have certain advantages and disadvantages
depending on search parameters.

Similarity Profile Algorithm

Our first approach is based on similarity profiles and shown as Algorithm 5.4. With the
completeness tree, we determine a set of relevant training query/result record pairs for estimating
the completeness of queries. We can interpret each distinct similarity value combination as a
similarity profile, i.e., a specific configuration of the query plan thresholds. There must be at
least one query that could have been successfully answered using this profile. Thus, the profile
is a good candidate for setting the query plan’s thresholds. The resulting algorithm is fairly
simple: We iterate over all similarity threshold combinations (similarity profiles) for the query
(which we determined with the completeness tree). For each profile, we create a plan by using
the profile similarities as thresholds. The valid plan with highest completeness is the result.
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Top Neighborhood Algorithm

Our second approach for threshold optimization iteratively lowers thresholds to find the best
threshold combination. In Section 5.2.3, we have introduced this algorithm as the top neigh-
borhood algorithm. In contrast to the pseudo-code shown in Algorithm 5.1 (p. 60) for static
threshold optimization, we use the query-specific functions comp(p, q) and cost(p, q) for estimat-
ing completeness and cost here (Line 6).

Algorithm Analysis

The similarity profile algorithm iterates over all combinations of similarity values in the training
data set T". An upper bound for all combinations is [],. 4 |©a|, where A denotes the set of all
attributes. However, the number of actually occurring combinations is typically much smaller
and depends on the number and diversity of the training instances.

As we have pointed out in Section 5.2.3, the complexity of the top neighborhood algorithm
is linear in the number of predicates in the query plan, the number of possible thresholds of all
predicates, and the top neighborhood size t.

We empirically compare the algorithms in Section 5.6.2.

5.6 Evaluation of Query-specific Planning

In this section, we discuss evaluation results on real-world data. We introduce the dataset and
experimental settings in Section 5.6.1. In Section 5.6.2, we compare the discussed query-specific
planning algorithms with previous work on static query plans as well as with related work and
we discuss several aspects of our approach in greater detail.

5.6.1 Dataset and Evaluation Settings

We again use the real-world data set from Schufa that we initially described in Section 3.3.1 for
the evaluation of our approach. For the experiments in this section, we randomly selected 1,000
of the manually evaluated queries (the most difficult cases).

In the following, we give an overview on the evaluated approaches. We refer to a template
with a prefix T, and to a plan with a prefix P. Recall that the default threshold assignment for
a template sets all thresholds to 1.0. We use this default assignment in the following to compare
the results for templates and derived plans.

Query templates or plans can be statically created at compile time (see Section 5.2). For the
experiments in this section, we pre-compiled the best template and plan (on a set of 100k training
queries).

We include the following two static approaches for comparison:

— T Static: Select the best static query plan template.
— P Static: Select the best static query plan.

The query-specific planning approach first selects an appropriate template for the query
(Section 5.4); we have two approaches for selecting templates (Greedy and Exact). We then
optimize the plan’s thresholds (Section 5.5); we evaluate the similarity profile algorithm as well
as the top neighborhood algorithm. Overall, our approach creates six query plans for a query:

— T Greedy: Select the best query plan template for the given query with the greedy
algorithm.
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— T Exact: Select the best query plan template for the given query with the exact algo-
rithm.

— P Greedy Prof: Select the best template with the greedy algorithm, then optimize the
plan’s thresholds with the similarity profile algorithm.

— P Greedy TNA: Select the best template with the greedy algorithm, then optimize the
plan’s thresholds with the top neighborhood algorithm.

— P Exact Prof: Select the best template with the exact algorithm, then optimize the
plan’s thresholds with the similarity profile algorithm.

— P Exact TINA: Select the best template with the exact algorithm, then optimize the
plan’s thresholds with the top neighborhood algorithm.

As another related system, we compare with an approach by Christen
et al. [Christen et al., 2009]. They propose using a fixed accumulation function for cal-
culating the similarity of a query record to the result records and ranking the results. Their
result set contains all records where at least one of the attributes contains a value similar to
the query record. We achieve the same result set by using the query plan that contains a
disjunction of all attributes, which we discuss in Section 5.6.2 as one of the naive query plans.

We performed all tests on a workstation PC. Our test machine runs Windows XP with an
Intel Core2 Quad 2.5 GHz CPU and 8 GB RAM. All data as well as inverted and similarity
indexes are stored as tables in a PostgreSQL (Version 9.0.1) database. In the database, the
original data tables require 26 GB, the inverted indexes require 2 GB, and the similarity indexes
require 19 GB.

5.6.2 Results

Naive Plans

First, we evaluated two naive query plans, namely a query plan p. that contains a conjunction of
all attributes, and another plan pg that contains a disjunction of all attributes, which corresponds
to the result set of the approach by Christen et al. While both query plans are not useful for
actually answering queries, they do provide a means for describing the difficulty of the selected
query data set. With p., we achieve a completeness of only 0.063, while p; can answer all queries
correctly (completeness 1.0). This means that only few queries (almost) completely agree with
the matching record, and all queries contain at least one correct attribute value (note that this
a coincidence, as there also might be queries allowed that contain errors in all attributes). The
average cost of p. is 0.1 (meaning in many cases no record is covered at all), and for p4, we have
unacceptably high cost of 622,526.1, which means that we would scan and compare almost 1 %
of the database with the query. Selecting a query plan that is less strict than p., so that higher
completeness can be achieved, and more strict than pg, so that cost can be reduced, is subject
to our query planning algorithms discussed in the following.

Comparison of Planning Algorithms

We have evaluated the planning algorithms presented in this chapter with different cost limits.
Note that for the static plans, we needed to prepare plans for all cost limits that we used in the
experiment, while for the query-specific plans, no preparation for the selected thresholds was
necessary (as we can use any threshold in our algorithm).
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In Figure 5.10, we show average completeness, cost, and variance of cost for all planning
algorithms. Regarding completeness (Figure 5.10a), all algorithms achieve relatively high values
compared to the naive plan p; (completeness 1.0). For the static template (T Static), we observe
a constant value for all cost limits (this holds true for all evaluated measures). This is due to the
fact that our algorithm could not find any better template with average cost above 20. Next, we
observe that the static template (T Static) as well as the query-specific templates (T Greedy and
T Exact) achieve the overall worst results. The static plan (P Static) performs better; however,
for low cost limits, the static plan is clearly outperformed by all query-specific plans. Note that
the absolute completeness value of the best query-specific plan algorithm for a cost limit of 20 is
already 97.8 %, a very high value regarding the difficulty of the queries and the low cost limit.
With cost limits of 200 and higher, the static plan and the query-specific plans all perform
quite well. Comparing the different planning algorithms, we observe that (1) the exact template
selection (T Exact) achieves noticeably better results than the greedy algorithm (T Greedy),
and (2) the top neighborhood algorithm (P Greedy TNA and P Exact TNA) outperforms the
profile-based algorithm (P Greedy Prof and P Exact Prof) for lower cost limits.

As can be seen in Figure 5.10b, the average query cost largely corresponds to the selected
cost limit, as expected. Cost for templates are always below cost for plans, which makes perfect
sense, as the templates are the strict basis for the selected plans. Up to a cost limit of 500,
the cost for the static plan also corresponds to the cost limit; for higher cost limits, there is
only little cost increase. The reason for this behavior is that the best plans that the static plan
optimization algorithm found were not much more expensive, even with the higher cost limits.
In an analysis of the created static plans, we have seen that the selected plan already covers
all training instances that we used for learning the static plan, so that no plan with higher
completeness can actually be found.

In addition to adhering to the cost limit with its average cost, a good search application
should also have low variance in cost to have reliable query time. We show the variance of the
average cost in Figure 5.10c. The static plan results in significantly higher cost variance than the
query-specific plans (note the logarithmic scale in the figure). The reason is that the static plan
has very high cost for frequent query values and very low cost for rare query values, while the
query-specific plans are adjusted to the frequencies of the query values. Only for very high cost
limits, the variance of the static plan does not increase due to the comparably low cost of the
determined plans (as can be seen in Figure 5.10b). The remaining portion of the variance can
be explained with the estimation error of our cost model that we discuss in a later experiment
(cf. Figure 5.14).

Comparison with Related Work

Prominent previous top-k retrieval algorithms are Fagin’s Algorithm and its successor, the
Threshold Algorithm (TA) [Fagin et al., 2001]. Fagin et al. work with a set of sorted lists
to retrieve records with values similar to the query values (our similarity index approach offers
similar sorted access). TA retrieves records in a round-robin style from the sorted lists (sorted
access) and determines all missing base similarity values (random access).

To compare our approach with TA, we perform a top-1 search, i. e., we are interested only in
the best matching record. Our goal is to determine the number of overall comparisons that are
needed by our approach and by TA. Every retrieved record is counted as one comparison, which
is less fine-grained than an analysis of the required number of attribute similarity calculations
(random accesses). To compare within our cost-limited problem setting, we determine the
completeness of the results of TA and our approach after reaching the specified cost limits.
Results are shown in Figure 5.11.
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We can see that for all analyzed cost limits, TA performs significantly worse than our ap-
proach. The reason can be found in the distribution of similar values: For the various attribute
values, we can have many records with exact matches (e. g., thousands of persons with the same
zip code and thus with a similarity of 1.0). If we retrieve records ordered by single attribute
similarity to the query record at a time, we need to evaluate many irrelevant records, because
finding the correct record in the beginning of this list is unlikely. In contrast, our approach con-
siders (the union of) intersections of the lists of records with similar attribute values and thus
prefers evaluating records with multiple matching attribute values. An advantage of TA is the
possibility to pause and resume retrieving the top results. In contrast, if we see that we could
not find any relevant results with our approach, we would need to first determine a new query
plan with higher cost limit and then execute the plan (skipping already evaluated records).

In Chapter 6, we propose a method for top-k retrieval that is based on TA and inspired
by our query planning approaches. The main idea is to retrieve bulks of record IDs from the
similarity indexes and to process the records in decreasing order of estimated overall similarity.

Query Time

We show query plan creation and execution time in Figure 5.12. As can be seen in Figure 5.12a,
for all template selection algorithms and for the profile-based threshold optimization algorithm,
the time for creating the plan is nearly constant. Only for the top neighborhood algorithm, an
increase can be measured. The reason is that the algorithm explores significantly more threshold
combinations as the cost limit is increased.

In Figure 5.12b, we show overall query time including creation and execution of the query
plans. We can see a linear increase in overall query time for all planning algorithms, which is
because most plans have cost that meet the specified cost limit (cf. Figure 5.10b). We observe
that the largest fraction of the query time is spent on retrieving records from the database and
applying the overall similarity measure to them. Because a well-selected plan with low cost
(and thus short query execution time) can achieve more complete results than a poorly selected
plan with higher cost (cf. Figure 5.10a), we conclude that the small amount of time required for
selecting a query plan is well-invested.
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Template Fraction

Previously, we have used the same cost limit for both template selection and threshold opti-
mization. Thus, it could have been possible that the template already completely covered all
available cost, so that no threshold can be lowered anymore in the threshold optimization step.
An interesting question is whether we can achieve better results if the template selection may
only exploit a fraction of the overall cost limit.

We show experimental results for an overall cost limit of 100 and several different cost limit
fractions for the template selection step in Figure 5.13. While for larger fractions a noticeable
increase for the completeness of the two templates can be measured, the completeness of the
resulting plans after threshold selection does not seem to be affected. Because the selected
template typically does not completely exploit the specified cost limit, the threshold selection
algorithm is able to spend the remaining cost for a satisfying overall result, irrespective of the
initial template cost limit.

Cost Model Evaluation

In Figure 5.10c, we have seen that there is a variance in the actual cost of the selected query
plans. While the presented approach for query-specific planning can significantly reduce this
variance, a portion of the variance can only be explained with the cost model (Section 5.4.2).
For 100 randomly selected queries (a random subset of the previously used 1,000 queries),
we compare the estimated and actual cost of the plans derived with exact template selection
and iterative threshold selection for different cost limits (different colors and point shapes) in
Figure 5.14.

The comparison shows that estimation and actual cost are typically within the same order
of magnitude, so that no plan with very low estimated cost actually has cost of thousands of
records (and vice versa). In some cases, however, the cost limit is exceeded; in a real-world
application such slight deviations from the expected cost should not result in any problems.
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Cost estimation consists of retrieving the actual attribute cost from the database and combining
the results with probability theory. Thus, errors can only be introduced in the combination
step. We have already pointed out that extreme deviations from the estimations can and should
be precalculated. However, because every correlation of two or more attribute values has its
own characteristics, a significantly better estimation can only come with a significantly more
complex cost model or an increased effort of precalculating and storing all co-occurrences of all
attribute values.

5.7 Related Work

In the field of similarity search, there is a variety of approaches for specific cases of similarity
measures and data. In Section 4.1, we give an overview on similarity index structures for vector
space, metric space, and non-metric space; additionally, Section 4.4 shows various approaches
to string similarity search. In contrast to this work, we handle in this chapter the problem of
efficient search with a monotonous similarity measure that combines several attribute-specific
base similarity measures. Nevertheless, we regard the mentioned similarity index structures
as helpful for implementing fast access to records with similar attribute values (see also the
description of the overall search system in Section 2).

Another relevant similarity search approach has been suggested by Fagin [Fagin, 1998]. The
presented algorithm retrieves the top k elements by accessing the list of elements in order of
their similarity to the query object regarding different aspects (e.g., order all pictures by their
similarity to blue and round). We compare our approach with an extension of Fagin’s Algorithm,
the Threshold Algorithm [Fagin et al., 2001], in Section 5.6 and show that our approach works
significantly better in a setting with many exact attribute value matches. We also propose an
approach to top k retrieval in Section 6 where we also show additional comparisons with the
Threshold Algorithm.

Deshpande et al. suggest an index structure for non-metric similarity measures that exploits
inverted indexes (similarity lists) for all values [Deshpande et al., 2008]. As stated by the au-
thors, their index structure “AL-Tree” is only suitable for attributes with very small numbers
of distinct values. In our setting with possibly millions of distinct values per attribute, this
approach is infeasible.

An area related to similarity search is duplicate detection [Elmagarmid et al., 2007,
Naumann and Herschel, 2010, Winkler, 1999]. For a given set of records, the task is to de-
termine all duplicate entries, i.e., all sets of sufficiently similar records that refer to the same
real-world entity. For similarity search, too, the problem is to find similar entries, but only for
one query object. Duplicate detection is often run in a batch processing job, while similarity
search usually requires an answer very fast for a satisfying user experience.

Christen et al. propose to determine similar records before inserting a new record into a
database, thus preventing the insertion of duplicate records beforehand [Christen et al., 2009].
Similar to our approach, they exploit a set of similarity indexes. To determine the overall
similarity, the authors propose to calculate the sum of the indexed base similarity values, while
our approach allows to use any combination technique as the composed similarity measure. In
terms of query planning, the approach by Christen et al. can be modeled as a query plan that
contains a disjunction of all attributes. Our comparison with this approach shows that this
query plan is, in most cases, considerably too expensive to be executed.

A common approach to duplicate detection is blocking, i.e., similar records are grouped into
blocks, and then all records within each block are compared to each other [Newcombe, 1967].
The problem of finding the best blocking criterion is similar to that of finding the best query
plan for similarity indexes. In our setting, the blocking predicates are similar to the attribute
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predicates for which we optimize the thresholds. Michelson and Knoblock suggest a machine
learning approach to learn blocking schemes, i. e., selected attributes for blocking as well as sim-
ilarity measures [Michelson and Knoblock, 2006]. Bilenko et al. determine an optimal blocking
criterion by modeling the problem as red-blue set cover problem [Bilenko et al., 2006]. Both
approaches can only decide whether the predefined blocking attribute candidates are contained
in the optimal blocking criterion or not. In contrast to these approaches, our proposed algo-
rithm supports the optimization of thresholds involved in similarity predicates (not only Boolean
contained /not-contained decisions).

Chaudhuri et al. determine duplicates by calculating the wunion of similarity
joins [Chaudhuri et al., 2007]. They reduce the problem of finding the best similarity join predi-
cate to the maximum rectangle problem. In a second step, they unite the optimal join predicates.
Their approach requires the specification of negative points (in their case: non-duplicates) as
training data, which is not helpful in the similarity search setting, where for a given query al-
most all records are irrelevant and thus negative examples. As we cannot rely on these negative
examples in our setting, we need a more sophisticated cost estimation model. In contrast to all
blocking preparation approaches, our goal is to determine the best query plan at query time;
thus, we have significantly less time for selecting the plan than an approach that determines a
single plan (or blocking criterion) in advance.

5.8 Conclusion

We presented two approaches to query planning for similarity search with arbitrarily composed
similarity measures. With the static planning approach, a plan can be prepared at compile time,
saving preparation cost at query time. Moving closer to the notion of database query planning,
we also proposed as a second approach to create a new query plan for each query. Evaluation on
real-world data shows that this query-specific planning approach significantly reduces variance
in cost and increases average completeness. In addition, the ability to assign different plans to
individual queries also enables adhering to query-specific cost limits. As an example, consider
a large credit rating agency that has different types of clients. E-commerce clients have strict
runtime limitations; they do not want to put an online transaction at risk even if some queries
are incompletely answered. In contrast, banks have typically highest requirements on complete
and correct results and are willing to invest more time. A query-specific cost parameter can
express these user profiles in a single search system.






Bulk Sorted Access for Top-k Query Processing

In the previous chapter, we introduced an approach for answering similarity range queries.
Another typical approach for similarity search is to automatically retrieve the k records most
similar to the query record (where k is determined by the application).

Fagin’s Threshold Algorithm (TA) is among the most well-known algorithms for retrieving
the top-k records from a database [Fagin, 1998, Fagin et al., 2001]. The main idea is to retrieve
similar records from several sorted lists. The lists offer a view on all records, each sorted by
their similarity regarding one of the base similarity measures.

However, in many cases, TA and its variants [Ilyas et al., 2008] cannot handle the data
well: For instance, consider a database of US citizens and a query for a person with the first
name Peter, last name Smith, and city New York. TA prepares a sorted list for each given
query value. Because of the frequent query values, all sorted lists start with many records with
a similarity value of 1.0 (representing exact matches). In these sorted lists, all records with
the same similarity value are ordered arbitrarily. In particular, records with only one matching
attribute may have lower positions in the lists than records where several attributes match.

We exploit these observations in our Bulk Sorted Access Algorithm (BSA) that we introduce
in this chapter. Our idea is to first perform a bulk sorted access, i. e., to retrieve a bulk of records
with a similarity value above a threshold from each sorted list, in particular all those with
same similarity values. We then process the records according to their priority (the maximum
achievable similarity of each record): With the available information, we perform comparisons
with the most promising records first — a significant advantage over previous top-k approaches
if only limited query time is available.

As in the previous chapters, we use the definitions of base similarity measures (Definition 3.1)
and composed similarity measures (Definition 3.2) from Section 3.1.1 as the basis of our search
problem. For the algorithms discussed in this chapter, the composed similarity measure must
be monotonous (Definition 3.3).

Definition 6.1 (Top-k Query). Given a query record ¢ € U and a record set R C U, a top-
k query retrieves a set S of k records from R where the following condition holds (follow-
ing [Zezula et al., 20006]):

VTk es: Vrn €ER \ S SimOverall(ann) S SimOverall(Qark)

Our goal is to answer top-k queries with a low number of retrieved records and overall
similarity calculations, especially in the presence of many attribute values with same similarity.
The remainder of this chapter is structured as follows: We describe and compare the Thresh-
old Algorithm as well as our proposed algorithm in Section 6.1. Comparative evaluation results
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are shown in Section 6.2. Section 6.3 describes relevant related work, and the chapter concludes
in Section 6.4.

6.1 Algorithms

One of the most popular top-k retrieval algorithms is Fagin’s Threshold Algo-
rithm [Fagin et al., 2001], which we discuss in this section and is the basis of our work. There-
after, we present our Bulk Sorted Access Algorithm.

6.1.1 Threshold Algorithm

The Threshold Algorithm (TA) requires the generation of one sorted list per attribute. This list
contains the IDs of all records in the database, sorted by their similarity to the query record
regarding one attribute. The lists are accessed in a round-robin fashion, i. e., after retrieving one
record ID from the first sorted list, the next record ID is retrieved from the second list, etc. An
access to a sorted list is called sorted access. For each retrieved record ID, all missing attribute
similarities are determined. To determine a missing similarity, the according sorted list must be
scanned, and this is called random access. With all attribute similarities at hand, the overall
similarity is determined with the overall similarity function. The k records with highest overall
similarity seen so far are stored in a result list. Ties are broken randomly.

For each sorted list, the attribute similarity of the last retrieved record is stored in an array.
The array of all attribute similarities is aggregated with the overall similarity measure into an
overall similarity — the threshold value ¢. When k records with a similarity of at least ¢ have
been seen, TA stops and returns the k seen records with highest similarity. In this case, no
unseen record can have a higher overall similarity.

While TA can save many comparisons (i. e., sorted and random accesses) by stopping the
process as early as possible, we argue that TA’s round-robin retrieval has several drawbacks:

— Low distinctness: If there are many records with the same similarity (for instance, if
they have the same attribute value), there is no use of the sortation for those records. TA
then depends on the (random) position of the matching record in the sorted (sub-)list.
An extreme case is a similarity measure that returns only 1 or 0, where sorting becomes
almost useless.

— Similarity outliers: TA does not recognize records that have high similarities for multi-
ple attribute values. In a situation where many records have a high similarity in only one
attribute (“similarity outliers”), TA spends much effort on processing probably irrelevant
records. For example, given a query for a person with the first name Ronald and city San
Jose, TA considers all people with first name Ronald (and arbitrary city), and separately
people living in San Jose (with an arbitrary first name). Especially when only limited
query time is available, the effort should better be invested in records with several high
attribute similarities (in the example: records with first name Ronald and city San Jose),
as they are more promising candidates for overall high similarities.

— Complete sorting: TA requires the calculation of complete sorted lists, i.e., the at-
tribute similarity to each record in the database must be calculated. One solution could
be the creation of a very large index that contains pre-calculated similarities of all possible
value combinations. However, it may be much more efficient to calculate only high sim-
ilarities. This may be achieved by efficiently pruning the search space, so that attribute
values that result in very low similarities are not considered at all.
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We have observed these problems in several real-world data sets. In the following, we describe
how to handle the problems in an improved algorithm.

6.1.2 Bulk Sorted Access Algorithm

Our Bulk Sorted Access Algorithm (BSA) addresses drawbacks of TA. The main idea of BSA
is to first retrieve high similarity records for all attributes, and then combine the results into a
priority queue. With BSA, the most promising records are considered first, and the search can
often be stopped even earlier than with TA. BSA sequentially performs the following steps:

1. Perform bulk sorted access
2. Aggregate values

3. Build priority queue

4. Process record groups

First, we perform a bulk sorted access for every available attribute a € A and its given
threshold ,. We retrieve all records r € R with sim,(q,7) > 6,. We later discuss the significance
of appropriate selection of the retrieval threshold 6,. For every retrieved record, we now know
the similarity regarding at least one attribute. We store the available information for each record
in a table.

In contrast to TA, BSA does not rely on the presence of a complete sorted list per attribute.
For BSA, it is sufficient to have the set of records with an attribute similarity of at least 6,
which may be determined efficiently using similarity indexes.

The next step is to aggregate the retrieved attribute information. We observe that the combi-
nations of attribute similarities are often not unique. For instance, there may be many records
where we have retrieved only the attribute similarity simpyame(g,7) = 1. To save any further
similarity calculations, we group all records according to the retrieved attribute similarities.
A group of records consists of all records with the same values for all attribute similarities
(including missing similarities).

We then build a priority queue to determine the order in which the retrieved record groups
are processed. Our goal is to have the most promising record groups at the top, i.e., the records
with probably highest similarity should have the highest priority. For any attribute a of a record
r from a record group, we either have retrieved the exact attribute similarity sim,(q,r) or we
know that 6, is the highest possible similarity (because otherwise we would have retrieved the
exact similarity). This allows an upper bound estimation for any retrieved record group: We
determine the highest possible overall similarity using simoqyerqu On the attribute similarities
(either retrieved or with the threshold 6,) and use the result value as the priority.

Finally, we process the record groups according to the determined priority. The processing
order of records within any group is irrelevant as any such record has the same available attribute
similarities. Record processing works as described above for TA: All missing attribute similarities
are determined using random accesses, and the overall similarity is calculated. At any point, we
keep a list of the k records with highest overall similarity seen so far. Ties are broken randomly.
We define three different search modes that terminate the search at different points:

— Complete top-k mode: After processing a group, we can decide whether we need to
evaluate any further group. We use the smallest similarity of the current &k highest observed
similarities as the threshold ¢. If the highest possible similarity of the next group (i.e.,
its priority value) is lower than ¢, then the next group as well as all other groups can be
discarded. This mode resembles TA’s stopping criterion.

— Limited top-k£ mode: Another possible stopping criterion can be defined using a cost
limit, i.e., when a pre-defined number of records have been retrieved and compared to
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Algorithm ‘ Sorted accesses ‘ Random accesses

TA | minpa) - 14| | min(pa) - 4] - (4] = 1)
BSA 5 s LS s (41 )
acA a€A

Table 6.1: Number of accesses for BSA and TA for k=1

the query record. Especially with limited query time, we may not be able to perform
all comparisons required for complete top-k mode. Because the records are ordered by a
priority that ideally resembles their similarity, we expect to find the most relevant records
during the first comparisons.

— Range mode: To perform range search, we process only the groups with a maximum
similarity that is greater than or equal to the specified threshold. All other groups cannot
contain any relevant records.

6.1.3 Analysis

We analytically compare BSA and TA. For a query ¢ and an attribute a € A, there is one sorted
list containing all records r € R ordered by sim,(q,r). Although the generation of complete
sorted lists is not required by BSA, we still assume their existence to allow a comparison of BSA
and TA. To simplify analysis, we consider only the case k = 1, i.e., only the most similar record
is to be found. Every record in the sorted list has a position, where 1 is the position of the most
similar record and |R| is the position of the least similar record. The function pos,(r) returns
the position of the record r in the sorted list for the attribute a. We use the following notion to
refer to different positions in the sorted lists:

® p, is the position of the overall most similar record (which is initially unknown):

Da := posq(arg max(simoyerair(¢,7)))
rc€R

e s, is the last position of any record r with simg,(q,r) > 0,:

sa := max({posa(r) | r € RA sima(r.q) > 6a})

We summarize the number of sorted and random accesses performed by BSA and TA in
Table 6.1.

TA Analysis

TA retrieves records from all sorted lists in a round-robin style. TA can finish only when the
matching record has been retrieved, and (due to the round-robin retrieval) a similar amount of
records has been retrieved from the other attribute lists. In favor of TA, we assume that the
overall similarity of the record at p, is higher than the highest possible similarity of p, + 1, so
that TA can immediately finish the search. For all retrieved records, the similarity regarding all
other attributes must be calculated using random accesses.
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Figure 6.1: Example for positions p, and s, in several sorted lists

BSA Analysis

BSA first retrieves all records from the sorted lists with a similarity above the respective thresh-
olds. For this retrieval step, the value of p, is irrelevant. Next, the priority queue is built and
processed. The required number of random accesses depends on the position of the overall most
similar record in the priority queue. In the best case, random accesses are required only for the
first element of the queue (or the first k elements, respectively). If the resulting similarity is
higher than the maximum similarity of the other elements in the queue, processing can imme-
diately be stopped. In the worst case, all retrieved records must be considered, and random
accesses are required for all missing attribute similarities.

Comparison of TA and BSA

Due to different parameters and stopping criteria, the results of a comparison of BSA and TA are
not obvious. In the following, we compare TA and BSA regarding the number of retrieved records
and required comparisons with the query record, and show in our experiments in Section 6.2
that BSA outperforms TA in many cases.

Whether BSA or TA perform better on a data set depends on the actual similarity distribu-
tions and thus on the values of p, and s,. Figure 6.1 shows an example with positions p, and s,
for three attributes. For attributes a; and ag, where s,, > ps,, BSA retrieves more record IDs
than TA. For ag BSA retrieves fewer record 1Ds; the ID of the most similar record is not among
the retrieved record IDs (which is no problem as it has been retrieved by both a; and as). The
number of sorted accesses of TA is primarily determined by p,,, as this is the highest-ranked
position of the most similar record of all lists. The worst-case estimation for BSA depends on
the positions s,. In the worst case, the sorted lists do not overlap (only one attribute similarity
is known for each retrieved record). BSA performs less sorted accesses than TA if the number
of records with any attribute similarity above 6, is lower than the position of the overall most
similar record in any sorted list (plus the equal number of records for all other lists):

D sa < min(pa) - | 4|
acA

However, even if BSA retrieves more record IDs (sorted accesses) than TA, BSA may still
require much fewer comparisons (random accesses). The number of comparisons of BSA is
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determined by the ordering within the priority queue, which becomes better as more similarity
values per record are available. Thus, a high number of retrieved record IDs of BSA (potentially
more than for TA) results in an ordering of records that allows a fast retrieval of the most
similar records and a low number of required comparisons (potentially less than for TA). For
the example in Figure 6.1, the position of the overall most similar record in the priority queue
can be expected to be high as we have retrieved several similarity values for different attributes
(a1 and az) of the record.

An advantageous case for TA is given if mingea(p,) is very small, i.e., if the most similar
record is at the very top of at least one of the sorted lists. This is the case, for example, if there
is an attribute with an exact match for the most similar record, and if there are only very few
other records with the same exact match. In this case, the most similar record can be retrieved
very fast by TA.

On the other hand, BSA performs well if the position of the most similar record in the
priority queue is very high. In particular, this is the case if several attributes of the most similar
record have a high similarity. In contrast to TA, it is irrelevant how many other records also
have a high similarity for a single attribute value.

BSA can only find the most similar record r if 3a € A : sim,(q,7) > 0,, i.e., at least one
threshold must be low enough to include r in the retrieved list for the attribute a. TA has
no such limitation, because it retrieves records from the complete sorted lists until they are
exhausted or no better element can be found. In practice, this limitation is insignificant: The
affected records have such a low overall similarity that they are very likely to be irrelevant for
the search result. Moreover, we show in our experiments in Section 6.2 that with BSA we can
achieve for many queries a perfect recall also for high thresholds. Nevertheless, we next present
a variation of BSA to overcome the limitation.

6.1.4 BSA-Restart

As described above, the results of BSA may be incomplete. More specifically, a record for which
each attribute similarity is below 6, cannot be contained in the retrieved set of record IDs,
even if it is among the top-k records. Thus, we extend BSA by an additional step where we
repeat the search with lower threshold to retrieve more records. We call the extended algorithm
BSA-Restart.

As before, we can evaluate whether there may exist records that can be more similar than
the k£ most similar records seen so far. We determine the highest possible overall similarity of
unseen records using s$iMoyerqy ON the attribute retrieval thresholds 6, themselves as an upper
bound. If ¢ (smallest similarity of the current k highest observed similarities) is greater than this
upper bound, there cannot exist a more similar record in the set of unseen records. Otherwise,
we perform a restart of BSA. We use lower values for 6, to retrieve larger bulks of records, and
proceed with all steps as described in the original BSA. After that, we again evaluate whether
we can terminate the search process or whether another restart of BSA is required as described
above.

If we start with a very high threshold, we may require several restarts, resulting in potentially
many redundant calculations. With a too low threshold, we retrieve very many record IDs that
must be prioritized according to the retrieved similarity values, but are not relevant for the
search results. A well-selected threshold is high enough to answer most queries without restarts,
but it is not too low to retrieve many irrelevant records. In Section 6.2.2, we evaluate different
initial values of 6, for real-world data sets.



6.2. Evaluation 89

6.2 Evaluation

In this section, we discuss experimental results from two real-world data sets. We analyze the
performance of BSA regarding different values for the retrieval threshold. In addition, we show
comparative results of BSA with TA (described in Section 6.1.1) and Upper, another state-
of-the-art approach for top-k retrieval proposed by Bruno et al. [Bruno et al., 2002]. Upper
retrieves record IDs via sorted access in a round-robin style (similar to TA) and schedules any
further sorted and random accesses according to the expected similarity values and their upper
bounds for the retrieved records.

6.2.1 Data Sets and Evaluation Settings

Schufa data set. Our first data set is the Schufa person data set, which we described in
Section 3.3.1. For this chapter, we have randomly selected a subset of 10m records from the
database, so that the data fits into main memory of our secure evaluation machine (due to the
sensitive data, we could not execute tests on a machine with larger memory). We randomly
selected 1,000 queries (where each query has a corresponding match in the selected record
subset) for evaluating our system. As overall similarity measure, we use a weighted average of
the attribute similarities!.

Freebase data set. Freebase is an online knowledge base, managed by community experts.
For our experiments, we have used the complete set of 2.2m person records available in Freebase
(where at least a name is given). From the person records, we use the most commonly filled
attributes name, birth date, birth place, nationality, and profession. We randomly selected
1,000 records from the complete record set as queries. As for the Schufa data set, the similarity
measure is a weighted average of the attribute similarities.

For both data sets, we performed all tests on a workstation PC. Our test machine runs
Windows XP with an Intel Core2 Quad 2.5 GHz CPU and 8 GB RAM. To determine the set of
similar values for a given attribute value in a query, we simply iterate over all attribute values
and calculate all similarities. We do this for all evaluated queries and search settings. For the
comparison with TA and Upper, we require a complete sorted list for each attribute, anyway.
However, recall that BSA in fact needs to retrieve only IDs of records r with sim,(q,r) > 6,.

6.2.2 Experiments

We now experimentally examine the efficiency and the recall of BSA and BSA-Resart in com-
parison to TA and Upper.

Number of retrieved records and comparisons

We evaluated the performance of BSA for different values of 8,. For conciseness of the experi-
mental results, we have used the same value 6 for all attributes. Figures 6.2 — 6.5 show results for
both data sets with k£ = 5; all analyzed measures are described and interpreted in the following.
For BSA we report experimental results for different values of the threshold 6, while for TA and
Upper the results are independent of 6.

All compared algorithms first retrieve information about the records via sorted access. Fig-
ure 6.2 shows the overall number of retrieved record IDs via sorted access. For BSA, this value

IDue to missing training data, we cannot use the frequency-aware measure from Section 3.2 for the Freebase
data set. To have comparable results, we use the same measure (weighted average) for both data sets.
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increases with smaller values for §. For the Schufa data set, almost all record IDs are retrieved
with 6 < 0.3 (for Freebase with 6 < 0.2). In comparison with TA and Upper, BSA retrieves a
larger number of record IDs for < 0.8 for Schufa (and for any value 6 for Freebase).

After processing the retrieved information into a priority queue, BSA calculates missing
attribute similarities for a number of records. In Figure 6.3, the performed attribute similarity
calculations are shown. With smaller values of #, less attribute similarities are calculated. In
these cases, more similarity values have already been retrieved from the sorted lists in the
previous step (Figure 6.2). Another reason for the lower number of required attribute similarity
calculations is that for lower thresholds more record groups can be discarded.

We show in Figure 6.4 the number of overall similarity calculations. BSA performs one
such calculation for each group of retrieved record IDs with the same attribute similarities (to
determine the priority of the group), and one for each record from all processed record groups (to
determine its similarity to the query record). The number of overall similarity calculations first
increases until = 0.8 for the Schufa data set. Until this point, all record groups are processed.
With 6 = 0.7, some record groups can be discarded (which we analyze below in more detail),
and the number of groups is still relatively low. With smaller 8, more groups are discarded, but
there is a much larger number of record groups, for which the priority needs to be calculated.
In these cases, the dominant part of the overall similarity calculations is now performed for
calculating the group priorities. Both TA and Upper perform more comparisons than the best
case for BSA (f = 0.7) and less than the worst case for BSA (§ = 0.0). Upper performs more
comparisons than TA because it recalculates a record’s priority after each attribute similarity
calculation. The measurements for the Freebase data set similarly show a slight increase in
similarity calculations until # = 0.7, then have a minimum value with # = 0.4 and then increase
for the remaining values, when most similarity calculations are required for the larger number
of record groups. Again, TA and Upper perform worse than the best case of BSA (6 = 0.4)
and better than the worst case of BSA (§ = 0.7). In comparison to the Schufa data set, the
lowest number of comparisons for BSA is reached with smaller 6 due to the lower average overall
similarity to the query record (see below), and the increase with even smaller 6 is smaller than
for the Schufa data set, which is because of the lower number of record groups.

To analyze when record groups are discarded, it is necessary to examine the similarity dis-
tribution and the used similarity measure. For both data sets, we use the weighted average of
the attribute similarities. In this case, a comparison with a record is unnecessary if its similarity
cannot be higher than the lowest similarity ¢ of the k best records seen so far. If the retrieval
threshold is higher than ¢, then no comparison can be saved. For any record, any attribute
similarity is at least as large as the retrieval threshold #. Thus, our estimation of the highest
possible overall similarity of any record must be at least . Because this value is higher than ¢,
we cannot exclude any records. If the actual similarities of an attribute or 6 are below ¢, the
estimation of the highest possible similarity may be below ¢, so that the record can be excluded
from the search. In the case of the Schufa data set, the average value of ¢ (for the analyzed
query set) is about 0.8, so that with § < 0.8 we can exclude many irrelevant records. For the
Freebase data set, we measure a value of about 0.66 for ¢, which results in a large number of
excluded records for 6 < 0.6.

The runtime of the compared algorithms depends primarily on the number of performed
similarity calculations and retrieved records, but also on the time required to perform these
operations. We show runtime measurements in Figure 6.5. For the Schufa data set, they
indicate that runtime corresponds to the number of overall similarity calculations (Figure 6.4a).
In our setting, we expect to retrieve record IDs (sorted accesses) fast (e.g., using an index),
while any additional similarity calculations happen at query time and can be expensive. BSA
requires only few attribute similarity calculations compared to the number of overall similarity
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Figure 6.5: Runtime comparison

calculations, so that the number of overall similarity calculations is indeed the dominant factor
for runtime. The runtime of BSA for its best case (§ = 0.7) is only a fraction of the runtime of
TA and Upper for the Schufa data set. All time measurements include an average time of 2.7s
for preparing the lists of similar values. For Freebase, BSA performs only a few seconds better
than both BSA and TA even in its best case (f = 0.5). However, in this case on average a time
of 9.5s is required for preparing the lists of similar values, which shows that the gain of BSA is
in fact larger than the raw numbers reveal.

Recall

To examine how the compared algorithms perform under resource constraints, as is important
for real-world search applications, we analyzed the recall after performing only a limited number
of comparisons (also for k = 5). Results for both data sets are shown in Figure 6.6.

Both BSA and TA keep a list of the k seen records with highest similarity, which we can use
for measuring recall after the limited number of comparisons. Because Upper does not keep a
temporary result list, we considered a record as found only if Upper has returned it as a result,
which may happen late in the query answering process. Because of this conceptual difference,
Upper performs worse than both BSA and TA regarding recall for both data sets.

The diagrams show that with a lower value for 6, we achieve high recall earlier. The reason
is that a low # results in more available information per record, so that the estimation of the
overall similarity becomes more reliable, and the priority of the record groups represents a better
processing ordering of the records.

For the Schufa data set, BSA performs better than TA for any value of §. Already with
0 = 1.0 and after comparing only with the top 5 records from the priority queue, BSA signif-
icantly outperforms TA. With lower values for €, the gain of BSA is even larger, while for
6 = 0.0, BSA already has a recall of 1.0 (because all record IDs and similarity values are already
known). After performing more comparisons, recall increases also for higher values of 8, and is
in almost any case higher than the recall of TA. For the Freebase data set, BSA outperforms
TA for § < 0.8. For small numbers of processed records, any value of 6 results in a higher recall
for BSA, albeit the gain of BSA is large only for smaller values of 6.

In summary, especially with a value of 4 slightly below ¢, BSA outperforms TA and Upper
in the overall number of required comparisons as well as query time, and achieves a significantly
higher recall if only a limited amount of comparisons is possible.
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Figure 6.6: Recall after performing only a limited number of comparisons

BSA-Restart

As we have seen in the previous section, we can already achieve a perfect recall after comparing
with only a fraction of the records retrieved for both data sets and for most evaluated thresholds.
However, during query processing we may need to retrieve a larger bulk of records to be certain
that no record can exist in the data set that is more similar than the already evaluated records.

In Figure 6.7, we analyze BSA-Restart, which is guaranteed to find all k¥ most similar records.
The figure shows the numbers of retrieved record IDs for different initial values of 8 as well as for
any restarts with lower thresholds. Each data point represents the average for all 1,000 evaluated
queries.

We first analyze the Schufa results (Figure 6.7a): With the initial threshold § = 1.0, we begin
with a relatively low number of retrieved record IDs. However, for all of the 1,000 evaluated
queries we need to restart the search. About half of the queries are finished with 6 = 0.8 and
another half with 0.7. With the initial threshold § = 0.8, the first number of retrieved records
is higher, but the overall number is lower than for § = 1.0, because fewer restarts are required.
For any initial threshold # < 0.6, no restarts are required, but the initial number of retrieved
record IDs is already higher than the overall numbers for higher thresholds.

For the Freebase data set (Figure 6.7b), the search for most queries is finished with § = 0.7 or
6 = 0.6. Thus, the lines for the initial thresholds # > 0.6 show more restarts than for the Schufa
data set. Similar to the other data set, a lower initial threshold (0.6) results in an overall lower
number of retrieved record IDs than a high initial threshold (1.0) where we have many restarts.
With even lower initial thresholds, however, we have an even higher number of (unnecessarily)
retrieved record IDs, yet no restarts are necessary.
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Figure 6.7: Average number of comparisons for different initial thresholds (shown as lines) and
after performing any required restarts with BSA-Restart

We compare the average number of overall comparisons for different initial thresholds with
those of TA and Upper in Figure 6.8. In our restart implementation, all comparisons are repeated
after a restart. The numbers are quite similar to the numbers for BSA (cf. Figure 6.4). As we
have observed for BSA, the overall number of comparisons for BSA-Restart is much smaller than
for TA and Upper for any examined value of § < 0.6 for the Schufa data set, and for 8 < 0.4 for
Freebase.

6.3 Related Work

Ilyas et al. give an overview on top-k retrieval algorithms in relational database systems in a
recent survey [Ilyas et al., 2008]. According to their classification, our method BSA uses “exact
methods over certain data” to perform “top-k selection”. We have a “monotone ranking function”
(the overall similarity measure) and use “both sorted and random probes”. With BSA-Restart,
we later describe an extension of BSA that implements a “filter-restart method”.

Our work is based on Fagin’s Threshold Algorithm (TA) [Fagin et al., 2001]. We also retrieve
a set of records with highest similarity for each attribute. In contrast to TA, we first perform
a bulk sorted access and then aggregate available information. Because TA is among the most
popular top-k retrieval algorithms and shares many ideas with subsequent work, we perform
detailed analytical and empirical comparisons with TA in Sections 6.1 and 6.2.

A related approach is proposed by Bruno et al. [Bruno et al., 2002]. In the same way as TA,
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Figure 6.8: Overall average number of comparisons for different initial thresholds for BSA-
Restart

their approach “Upper” first retrieves records from the sorted lists. Then it builds a priority
queue with the retrieved information, an idea that we pick up in our approach. Their approach
then schedules the next sorted and random accesses for the different lists. In contrast to this
fine-grained approach, we perform a bulk sorted access only at the beginning and then process
the retrieved record lists as efficient as possible. Similar to TA, Upper performs sorted accesses
in a round-robin style and has thus drawbacks similar to TA regarding records with several
frequent values, as our comparative evaluation in Section 6.2 confirmed.

Some researchers have analyzed algorithms that have only a limited amount of time (or
sorted and random accesses) available. In Chapter 5, we suggest to determine a query plan for
accessing the sorted lists with high recall and cost below the specified cost threshold. A different
approach, by Shmueli-Scheuer et al., first retrieves an initial set of records from all available
sorted lists and then tries to guess which sorted list to access next to achieve highest recall
given the limited amount of sorted and random accesses [Shmueli-Scheuer et al., 2009]. Their
approach explicitly exploits a given budget for the amount of allowed accesses. In contrast,
our approach is, in their terms, budget-oblivious. However, due to the priority queue used, our
approach can still be useful in scenarios with limited query time.

6.4 Conclusion

We have proposed the Bulk Sorted Access Algorithm (BSA) for top-k retrieval, which extends
the well-known Threshold Algorithm (TA). BSA is optimized for the frequent use case of queries
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and data sets with many same similarity values in the lists of similar attribute values, where
TA and its variants perform many unnecessary comparisons. Experimental results on real-world
data sets showed that BSA outperforms TA, especially for retrieval thresholds slightly below
the lowest similarity of the k overall most similar records, and BSA achieves higher recall in
case of limited numbers of comparisons. The performance gain of BSA comes with the need for
appropriately configured similarity thresholds; too high thresholds can cause relevant records
to be not found. This drawback is handled by our extended algorithm BSA-Restart, which is
guaranteed to find all similar records at potentially higher costs.



Conclusions and Outlook

Similarity search in databases has previously been a problem with many restrictions. Database
systems usually support only very few similarity measures or indexes and require much manual
configuration. With this thesis, we propose a novel solution that allows a more flexible definition
of the similarity measure to have only relevant records in the search result as well as efficient
retrieval methods based on this measure. As attribute similarity measures, arbitrary functions
can be selected. With the help of training data, our approach automatically configures the
overall similarity measure based on the given data with respect to the distribution of attribute
values. For fast access to records with similar attribute values, we propose an efficient similarity
index for large sets of strings, but similarities can also be precalculated and stored directly in the
database. Our query planning approach allows performing efficient similarity search with reliable
execution cost. The query plan is selected to achieve a complete result with only few comparisons
with records from the database. Because our query plan selection and execution process only
requires the similarity measure to be a monotonous composition of the base similarity measures,
a better modeling of the similarity measure for the specific needs of an application is possible.

This thesis describes a similarity search system that is inspired by and adjusted to the
characteristics of a person database. Our industry partner is preparing the productive usage
of our system within their search application. Because the person domain is one of the most
important use cases for database systems, our approach can be applied to many real-world
databases. To show the broad applicability of our approaches, we performed experiments on
several different data sets from the person data domain. All of our approaches have only few
requirements regarding the data and similarity measures, however, it remains to be shown that
our work shows similarly strong results with very different domains and similarity measures.

In the following, we summarize the contributions of this thesis and provide an overview on
further research direction:

— Frequency-aware similarity measures: In Chapter 3, we introduced frequency-aware
similarity measures as an approach to improve similarity judgement. Frequency partition-
ing divides the record set according to the frequencies of attribute values, and a different
similarity measure is learned for each partition. We have shown for different real-world
data sets that this approach results in an improved overall similarity measure compared
to the corresponding frequency-oblivious approach.

Our work can be extended with the following ideas:

— Multidimensional partitioning: In addition to the discussed frequency function that
may also cover attribute combinations, we can define several frequency functions.
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Based on the different frequency values, it is possible to perform a multi-dimensional
partitioning of the data. For example, in the person data use case partitioning on
first name and birth year may result in a good partitioning. As popularity of first
names is often depending on current trends, names that were popular many years
ago may be rarely chosen today. Also, a partitioning on last name and city can
be meaningful as families are often geographically concentrated. While a multi-
dimensional partitioning allows a finer adjustment of the similarity measure according
to the frequency distribution of several attributes, it also requires a larger amount of
training data to learn a similarity measure for each partition.

— Automatic selection of attributes for partitioning: To allow easier implementation of
our approach, another direction of research is to define an algorithm for automatic
selection of appropriate attributes and frequency functions for partitioning. An anal-
ysis of the values of an attribute can give indications of whether the attribute is
appropriate. For example, attributes with values that are equally distributed can be
considered inappropriate for partitioning, because no partitions of the data with dif-
ferent frequency ranges can be created. To evaluate the impact of partitioning with
any attribute, a sample of the data can be used. It is important to select an appro-
priate sample that reflects the frequency distribution of the attribute. By testing a
simple partitioning strategy (such as random partitioning), an efficient evaluation can
be performed to determine whether any improvements over baseline methods without
partitioning can be expected and which attributes are best suitable for partitioning.

An efficient similarity index for strings: To perform efficient retrieval of similar val-
ues for an attribute, we propose SSI, a similarity index for strings, in Chapter 4. Based
on a prefix tree, our index structure is interpreted as an NFA and allows efficient stor-
age and traversal. We showed that SSI outperforms related approaches for small distance
thresholds.

Query planning for range query processing: In Chapter 5, we define the notion of
query plans and propose algorithms for automatic plan selection. Query plans are selected
based on the distribution of values in the data as well as training queries. Our approach
allows the flexible definition of query-specific cost limits and often achieves a complete
result with only few records retrieved from the database and compared with the query
record.

For query planning, we see several promising research opportunities:

— Physical plan optimization: An important direction of research is optimizing the
physical query plan. Especially in distributed environments, where similarity indexes
as well as data are distributed among different nodes, we believe that we can efficiently
exploit the overall resources by sending the query plan fragments to appropriate
nodes. As our plans typically contain a set of unions and intersections, we can also
optimize the execution order to keep intermediate results and the resulting network
load as small as possible. Similar ideas from traditional database query planning
can be used as foundations and extended with additional elements to reflect cost of
similarity indexes and similarity joins.

— Dynamic plan adjustment: We pointed out in Section 5.6.2 that while our query-
specific planning approach reduced variance in cost compared to static planning, a
fraction of variance remains due to cost estimation errors. An approach to handle this
problem is to accept the situation that cost estimations are sometimes inaccurate and
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to handle any problems dynamically at query execution time. For query optimization
in databases, researchers proposed to generate several plan alternatives and to select
the most appropriate (parts of) plans during execution [Cole and Graefe, 1994] or
to dynamically rearrange operators within the plan [Avnur and Hellerstein, 2000]. If
we realize during execution of a similarity query that we underestimated cost by
measuring intermediate result sizes, we can re-optimize the query plan, e. g., by using
higher thresholds for other attributes.

— Parallel query execution: The execution of query plans can be parallelized. In par-
ticular, two aspects are well-suited for parallel execution: Retrieving IDs of relevant
records from the similarity indexes and comparing selected records with the query.
First, the similarity indexes can be queried in parallel. This is particularly useful if the
calculation of similar attribute values takes a considerable amount of time. Because
similarity calculation can take a different amount of time for all attributes, attention
must be paid to good load balancing. When the set of relevant records that are to
be compared with the query has been retrieved from the database, the comparisons
can be performed in parallel as all comparisons are independent of each other. The
selected record set can be equally distributed among the similarity comparators to
achieve optimal load-balancing. All records that have a similarity above the retrieval
threshold can immediately be added to the query result. We have implemented a
preliminary version of the latter aspect as in our use case the comparisons take the
largest fraction of the overall runtime. For this purpose, we created a main-memory
based data structure that holds a subset of 10 million records from the Schufa data set.
On this data set, a serial version of the query plan execution with about 5000 com-
parisons takes 88.2 ms. A version with four threads performing the same number
of comparisons takes 28.6 ms, which corresponds to 32.4 % of the single-threaded
runtime and indicates a promising improvement.

— Bulk sorted access for top-k query processing: To also answer top-k queries, we
proposed in Chapter 6 BSA as an approach based on the retrieval of large bulks of similar
records from the similarity indexes. By combining the retrieved information and process-
ing promising records first, most relevant results are found with only few comparisons. Our
empirical comparison with previous systems shows that our approach performs especially
well if the number of allowed comparisons is limited.

A useful extension of our work would be a prediction method for the retrieval thresholds 6.
If queries are structured similarly to the records in our data sets, we can select several
records as training queries and determine the top-k records for them. As we have seen in
the evaluation, the distribution of the values of ¢ (lowest similarity of the top-k records) is
important to select an appropriate threshold. Thus, we can automatically select retrieval
thresholds that should achieve good recall in practice with a low number of retrieved record
IDs if costs of restart and aggregation operations are known.

With the combination of similarity measures adjusted and automatically configured to the
specific needs of an application and efficient query planning and execution methods, this thesis
provides a comprehensive approach to similarity search in databases. In comparison to earlier
work, our contributions remove restrictions and enable the application of similarity search to
more scenarios.
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